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Abstract: We present a new method for personality assessment at a distance to uncover personality structure in his-
torical texts. We focus on how two 19th century authors understood and described human personality; we apply a new
bottom-up computational approach to extract personality dimensions used by Jane Austen and Charles Dickens to
describe fictional characters in 21 novels. We matched personality descriptions using three person-description dictio-
naries marker scales as reference points for interpretation. Factor structures did not show strong convergence with
the contemporary Big Five model. Jane Austen described characters in terms of social and emotional richness with
greater nuances but using a less extensive vocabulary. Charles Dickens, in contrast, used a rich and diverse person-
ality vocabulary, but those descriptions centred around more restricted dimensions of power and dominance. Al-
though we could identify conceptually similar factors across the two authors, analyses of the overlapping
vocabulary between the two authors suggested only moderate convergence. We discuss the utility and potential of au-
tomated text analysis and the lexical hypothesis to (i) provide insights into implicit personality models in historical
texts and (ii) bridge the divide between idiographic and nomothetic perspectives. © 2020 European Association of

Personality Psychology
Key words: personality; five-factor model; idiographic analysis; automated text analysis; transcendental information
cascades

INTRODUCTION intriguing questions is what implicit personality models

The lexical hypothesis has been central for the description of
human personality. Humans have judged others in terms of
their personality for at least the last 3000 years (Mayer,
Lin, & Korogodsky, 2011). Based on extensive survey stud-
ies in psychology, a consensus has emerged that personality
traits in Western literate populations are best described by
five major factors (Goldberg, 1981, 1993, 1990; Costa &
McCrae, 1992). The assumption is that traits organized along
these five dimensions provide sufficient information for indi-
viduals to describe themselves and others at a relatively gran-
ular level within a social context. The prevalence and the
success of the lexical approach to capture five distinct factors
open the intriguing possibility to capture and describe per-
sonality information in other textual sources. One of the
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may have been used in historical times by storytellers when
describing others.

It is not possible to directly question deceased persons
about their personality traits or to conduct a psychological
analysis of personality traits across historical time periods
using modern diagnostic tools (e.g. a person responding to a
Big Five questionnaire). One option to overcome this
temporal distance problem is to analyse texts produced by
individuals to discover or reconstruct information about
their implicit personality characteristics (Rosenberg &
Jones, 1972). However, such analyses can be very time con-
suming if they require hand coding large amounts of texts pro-
duced by individuals (e.g. letters, novels, manuscripts, and
articles). Using human raters might also introduce various
biases, including biases driven by the personalities of the indi-
vidual coding the information (Srivastava, Guglielmo, &
Beer, 2010; Wood, Harms, & Vazire, 2010), individual differ-
ences in the coded accuracy of personality judgements (Hall,
Goh, Mast, & Hagedorn, 2016), stereotypes about social cat-
egories (Uher & Visalberghi, 2016), and contemporary defini-
tions biasing the interpretation of meanings in historical texts
(Pagel, Beaumont, Meade, Verkerk, & Calude, 2019). It is
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therefore reasonable to suggest that (i) there is currently no ca-
nonical method for historical analysis of human personality
from text and (ii) there is a gap in our understanding how to
develop such an approach so that it is not superimposing con-
temporary assumptions and biases about the linkage between
language and human personality.

It is often argued that big data approaches show much
promise for personality research (Bleidorn, Hopwood, &
Wright, 2017). However, computational analysis methods
are not free from potential human biases, and they may even
amplify those. One of the core limitations of current big data
approaches, for example, is that they have been used in a de-
ductive, theory-driven way focused on prediction (e.g.
predicting survey responses from textual analyses or digital
traces). This embeds a contemporary understanding of hu-
man language and personality within the algorithmic ap-
proach and therefore falls short of reflecting historical
context and language use. We thus suggest that the potential
of big data for an inductive understanding of personality the-
ory, such as testing whether lexical structures are time and
source invariant, has been underutilized.

We take up this challenge and present a text-mining ap-
proach that is aimed at extracting and dimensionalizing
person-relevant information in large corpora of text. Our fo-
cus is on extracting possible implicit personality models used
by authors, that is, perceived characteristics or interrelations
of characteristics underlying people’s behaviours (similar to
the way implicit personality models have been studied in
psycholexical and indigenous studies (e.g. Nel et al., 2012;
Rosenberg & Jones, 1972). These models are ‘implicit’ be-
cause they are inferred from the author’s descriptions of char-
acters and groups, without the author explicitly stating or
organizing them into a formal, coherent, and parsimonious
theory of personality (Rosenberg & Jones, 1972). Our
text-mining approach may provide insights into the implicit
personality models that authors use when constructing and
describing their fictional characters, as expressed through
the choice of trait terms and phrases. We describe the appli-
cability and promise of this approach by analysing novels
by two well-known English authors: Jane Austen and
Charles Dickens. By comparing the work of two authors in
this case study, we also show the utility for a broader recon-
nection between idiographic and nomothetic personality
studies. While idiographic approaches aim to identify pat-
terns within single individuals across various processes and
situations, nomothetic approaches aim to extract regularities
of behaviour across a population of individuals (Barenbaum
& Winter, 2008; Conner, Tennen, Fleeson, & Barrett, 2009).
The personality structure evident in the work of individual
authors facilitates insights into the implicit personality
models used by those authors (an idiographic perspective),
which can then be compared across authors for the emer-
gence of possible common structures representative of a
larger social context (a nomothetic perspective).

Our work is a transdisciplinary endeavour into the feasi-
bility of devising computational tools to capture psycholog-
ical meaning from text in an inductive fashion. It triangulates
the capabilities of contemporary big data analytics, in partic-
ular natural language processing, sequential data mining,
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and dynamical systems theory, with insights from both per-
sonality psychology and literary studies. In particular, we
shift the attention from the view prevalent in most
psycholexical work that there is a single statistical regime
underlying the use of person-descriptive terms to a view that
is empirically informed by dynamical systems research
(Altmann, Pierrchumbert, & Motter, 2009; Gerlach &
Altmann, 2013) indicating that careful attention must be paid
to nonlinear properties, recurrences, and long-range depen-
dencies. This article reports one first step of this ambitious
journey and contributes important insights that have the po-
tential to lead to completely new ways to construct
psycholexical studies as a dialectic of big data analytics
and human interpretative practice.

STORYTELLING AND PERSON INFORMATION

Fictional narratives provide the opportunity to analyse im-
plicit personality models within distinct historical periods.
Works of art are in one sense the creation of individual
minds, and research on language and personality has demon-
strated that what we tell others reveals a lot about the person
communicating (e.g. Hirsch & Peterson, 2009; Pennebaker
& King, 1999; Watzlawick, Beavin, & Jackson, 1967). To
this extent, then, recurring features within an artistic work
might be considered to be an expression of the creator’s per-
sonality (Robinson, 1985), as the creator’s preoccupations,
fears, and inclinations are transmitted to audiences through
the words he or she chooses to describe people and events.
The analysis of historical texts can thus provide information
about individual authors, resulting in a rich idiographic anal-
ysis from a distance.

More importantly, historicist approaches predominant
within literary studies have emphasized for many decades that
texts must be situated within their historical and cultural con-
texts (Hamilton, 1996). Literary works are not mere reflec-
tions of their historical moment, but the ideas, meanings,
and values they convey cannot be divorced from the cultural
currents that led to their production. We would assume that
a writer’s descriptions of persons and personality might be
richer and more nuanced than most others within the writer’s
milieu. To convey meaning, however, those descriptions must
be comprehensible to the audience (see Vermeule, 2010). If
writers offer new or unique depictions of personhood, those
representations circulate within and shape the culture in
which they are received. Dickens, for example, was one of
the first novelists whose characters were widely commercial-
ized (e.g. in figurines, clothing items, etc.) and thus attained a
life of their own within his contemporary popular culture
(John, 2010), speaking to the relevance and appeal of these
fictional characters. An analysis of the texts produced by spe-
cific authors within a historical period can provide us with in-
sights into what aspects were central for describing persons in
that period. Although the current study focuses on just two
authors, applied more widely (e.g. different books, authors,
or genres), the method can provide rich insight into the lin-
guistically mediated implicit models of the person within a
historical period.
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Descriptions of characters in fictional worlds differ in im-
portant ways from individuals’ descriptions of themselves or
other people. Characters in fictional works are not real
people, and they function beyond being mere representations
of people to embody and further the plot and themes of a nar-
rative (Phelan, 1989). Literary theorists have emphasized al-
ternatively how characters are mere linguistic constructs and
how they elicit affective investments that prompt us to relate
to them in the same way that we relate to real people. For ex-
ample, recent cognitivist approaches to fiction have argued
(Vermeule, 2010; Zunshine, 2006) that fictional texts activate
and exercise our cognitive capacity to interpret the intentions
and beliefs of others. Thus, if fictional characters are merely
words on a page, those words draw on conventional con-
structions of types and roles within a given culture to elicit
the cognitive and affective engagements of readers: ‘Both
fictional characters and kinds of persons are models of an
aspect of the world, schemata that generalize and simplify
human being in conventional ways and make it available to
understanding and action’ (Frow, 2018, p. 111). Analyses
of fiction should thus allow one of the clearest and cleanest
tests of the lexical hypothesis because the analyses of person
descriptions tells us something about what behavioural infor-
mation is deemed relevant and important to be passed on
through words to audiences in order to stimulate their interest
and attention to particular stories about fictional characters.

USING A TEXT-MINING APPROACH TO
HISTORICAL NOVELS

There are two major approaches that are possible for extracting
personality-relevant information from written (or transcribed)
text. The first is content coding along pre-established
psychometric categories, for example, using marker terms that
indicate specific personality traits and to then interpret their
frequency for specific entities in terms of existing theory
(e.g. Chung & Pennebaker, 2008; Passakos & De Raad, 2009).
We label this method top-down because the classification is
done along pre-existing, theory-driven categories. The alterna-
tive is to start with a bottom-up analysis of the themes and
topics that emerge around specific characters. At the extreme
end, no theoretical grounding is presupposed and any combi-
nation of words can be analysed in terms of their coherence
and usefulness for describing specific characters.

These two different approaches should in theory be
achievable both via human coders and using algorithmic pro-
cesses. With respect to the top-down approach, there is little
debate that it is practically possible to develop and apply auto-
matic text coding methods using pre-established categories
and dictionaries, the most widely used system being the
Linguistic Inquiry and Word Count (LIWC; Pennebaker
et al., 2015). This dictionary-based approach allows the cate-
gorization of texts in terms of valence, emotions, attentional
focus, thinking styles, and other psychologically relevant
characteristics. It uses both pre-assigned semantic meaning
of words in the form of dictionaries and standard linguistic
features of the analysed text (grammatical tense, use of
specific word categories such as stop words, pronouns, etc.)
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to classify text in psychological terms (Tausczik &
Pennebaker, 2010). Classification of text in terms of the Big
Five is possible and has been widely used for online content
(e.g. Schwartz et al., 2013; Yarkoni, 2010). Similarly,
Passakos and De Raad (2009) manually content coded the
characters in Homer’s Iliad in terms of the Big Five factors,
using the characters’ epithets. They were able to classify these
epithets in terms of the five factors, with a predominance of
terms capturing Agreeableness and Conscientiousness. The
fewest references were made to Openness/Intellect. Passakos
and De Raad observed that the majority of epithets in the Iliad
did not capture traits but rather other person-relevant descrip-
tors such as physical features, reputation, skills, or social
evaluations.

However, the situation looks different with respect to
bottom-up approaches. While one may intuitively assume
that developing a computational approach can be easily
achieved by algorithmically mimicking human assessment
of psychological constructs, in fact only little progress has
been made in this regard over the last 40 years, because hu-
man assessment or classification of free-response person de-
scriptions in terms of psychological constructs has not been
fully understood (Goldberg, 1982; Kim & Klinger, 2018; Ro-
senberg & Sedlak, 1972).

The most commonly used computational bottom-up
approaches available at the moment are structural topic
models that can be used to identify salient terms or topics
with high frequencies in open-ended responses in a
bottom-up fashion. Topic modelling approaches are rela-
tively widespread in social and political science to identify
common themes in speeches, open responses, or social media
texts (Farrell, 2016; Roberts et al., 2014; Tvinnereim &
Flottum, 2015). These approaches provide summaries of
themes across a whole text (e.g. with assigned probabilities
that a specific text belongs to a thematic category or not)
but do not allow fine-grained differentiation of change or var-
iation within texts that would allow for an analysis of the di-
mensional properties of implicit personality models. Topic
models cannot be used to identify personality dimensions be-
cause they classify text into distinct classes rather than con-
tinua. These approaches are also often difficult to interpret
because the associations might be highly source and content
specific, limiting replicability across text sources.

A second recently developed technique is diachronic
(cross time) word embeddings, which is promising because
the approach incorporates semantic change (Garg,
Schiebinger, Jurafsky, & Zou, 2018; Hamilton, Leskovec, &
Jurafsky, 2016). Word embeddings in general make use of a
diverse range of linguistic features that can be assessed for
words (e.g. their co-occurrence with other words) to
mathematically map each word onto a coordinate system (in
technical terms called a vector space) (Devlin, Chang, Lee,
& Toutanova, 2018; Vaswani et al., 2017; Zhang
et al., 2019). This vector space can have a very large number
of dimensions; the number of coordinates can be much larger
than the two or three dimensions that humans are comfortable
dealing with visually. This word embedding representation
then allows the usage of established mathematical methods
to assess the semantic distance between words, which has

Eur. J. Pers. 34: 917-943 (2020)
DOI: 10.1002/per



920 R. Fischer et al.

been proven useful in a variety of natural language under-
standing (e.g. sentiment analysis) and natural language gener-
ation tasks. The diachronic word embedding approach allows
tracing the transition of words (and the variation of their dis-
tances to other words) through such a vector space via tempo-
ral snapshots. However, the word embedding approach works
at the aggregate level: it relies on large corpora of texts to con-
struct the mapping of words to an overall coordinate system
and does not allow the matching of specific fictional
characters within novels to specific trait terms that enables a
dimensional analysis of personality descriptions.

Our computational bottom-up approach aims to move
away from an analysis of fixed aggregate semantics and in-
stead focus on the temporal patterns and dynamics of human
expression that are reflective of personality and can be recov-
ered in text. In our view, this requires a three-step approach.
First, we need to develop an unsupervised approach to cap-
ture person-descriptive language artefacts from text and com-
pare the emerging structure from associations between words
(e.g. trait terms) with contemporary knowledge about preva-
lent models of personality. Do factor structures derived from
trait co-occurrences in text replicate factors derived from sur-
vey responses? If not, are those factor structures interpret-
able, given what we know about psychological concepts of
personality ~ within  socioecological  contexts?  The
co-occurrence of words and named characters in their lin-
guistic context is the starting point and is therefore the focus
of the work presented here (for an earlier human coding ap-
proach, see Rosenberg & Jones, 1972). Second, once we
have a better understanding of the feasibility and dynamics
of this co-occurrence structure, it will become possible to
study the recurrences of linguistic markers extracted from
text in order to understand the significance of variance at var-
ious levels, from the depiction of characters and story lines
within a novel to the level of the author producing different
works across a career to the macroscopic scale of human col-
lectives producing (and consuming) works of literature. Fi-
nally, we aim to study both co-occurrences and recurrences
in conjunction with other data (e.g. biographical data and
socio-economic data) to try to derive an integrated theory
of human personality from invariant properties and patterns
within such an expanded model.

The method that we describe below has the computa-
tional capabilities for the three-step integration. We present
a first application to personality data by focusing on the
co-occurrences of trait terms and how bottom-up constructed
factor structures from literary texts match contemporary
survey-based responses as well as converging between two
different authors within the same historical epoch. By turning
to trait terms and co-occurrence patterns first, we are building
on and extending the foundational psycholexical approach.

THE PSYCHOLEXICAL APPROACH

One of the foundations of the five-factor model has been the
lexical hypothesis, which states that the most important per-
sonality characteristics tend to be encoded in language as sin-
gle terms (Goldberg, 1981). The hypothesis has been central

© 2020 European Association of Personality Psychology

for the description of personality traits via self-ratings and
other-ratings using curated sets of adjectives. Allport &
Odbert (1936) created the first comprehensive list of terms
that was thought to capture important psychological
attributes. The original list contained nearly 18 000 terms
and was not further analysed in terms of their underlying
structure. Subsequent studies applying refined and redacted
sets in student and adult population samples, where partici-
pants rated themselves or others on these lists, ultimately
led to a first consensus that there are probably five major
factors that are sufficient to describe personality traits in
broad stroke dimensions (Goldberg, 1993). The most com-
monly used terms to describe these five dimensions are
Conscientiousness (C), Agreeableness (A), Neuroticism
(N), Openness/Intellect (O), and Extraversion (E). Follow-
ing the lexical hypothesis, the Big Five model captures the
basic dimensions that people use to communicate important
information about themselves or others.

Despite the widespread use in mainstream psychology,
research in various languages has suggested that five
dimensions may or may not be sufficient. Alternative models
with larger number of factors in addition to the Big Five
(Ashton, Lee, & de Vries, 2014; Cheung, Fan, & To, 2008;
Cheung, Van de Vijver, & Leong, 2011; Nel et al., 2012;
Valchev, Van de Vijver, Nel, Rothmann, & Meiring, 2013),
smaller number of conceptually similar factors to the Big
Five (De Raad et al., 2010, 2014; Saucier, Thalmayer, &
Bel-Bahar, 2014; Saucier et al., 2014), as well as different
factor structures that do not resemble the Big Five (Saucier,
Thalmayer, & Bel-Bahar, 2014; Saucier, Thalmayer, Payne,
et al., 2014) have been identified across a number of lan-
guages and cultural samples.

The psycholexical approach has been employed much
less in text analysis. One line of research is exemplified by
Chung and Pennebaker’s (2008) study of self-descriptive
narratives. These authors identified several dimensions such
as Sociability, Evaluation, and Negativity, which only partly
resembled the Big Five. A different approach can be found in
some indigenous personality research, where fiction litera-
ture has been used as one of the sources for the identification
of implicit personality concepts in a given culture. Such stud-
ies have found additional interpersonal factors in Chinese
(e.g. Cheung et al., 2011) or only partially replicable Big
Five factors with additional social factors in Hindi (Singh,
Misra, & De Raad, 2013).

In summary, a long line of research has suggested that
there is an underlying dimensionality when individuals use
trait terms to describe themselves or others. Factors related
to social relationships appear to be more malleable and unsta-
ble across languages and cultural contexts. Although main-
stream personality research has adopted the five basic
factors of personality as the basis for describing personality,
both the exact number of dimensions and how to best rotate
the content to factors remain under debate. Furthermore, the
psycholexical approach has been underused in the study of
large, naturally occurring texts that do not have an explicit
focus on self-ratings or other-ratings. Expanding the
psycholexical approach in the direction of text analysis of
fiction literature, our study aims to reconstruct personality
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dimensions in the works of two major English authors of the
19th century.

THE SOCIOCULTURAL CONTEXT AND POSSIBLE
IMPLICATIONS FOR PERSONALITY TRAITS

The social context of England during the 19th century dif-
fered markedly from modern social conditions, with greater
social hierarchies and lower individualism compared with
modern times. The lexical hypothesis specifies that important
traits are encoded in single terms. However, the combination
of terms may still vary depending on the information that
needs to be transmitted during social interactions (including
storytelling). It is this co-association of behaviorally impor-
tant single terms that has been analysed through factor anal-
ysis, and we may or may not find strong resemblance of
those factors when analysing associations of described char-
acters. The Big Five model is supposed to map onto some ba-
sic biological architecture (e.g. DeYoung, 2015; McCrae &
Costa, 1999; McAdams & Pals, 2006). At the same time,
the current literature on personality traits in non-Western
contexts suggests that some factors may not emerge consis-
tently and other factors, especially social or moral dimen-
sions might be more differentiated, probably due to the
greater importance of making more nuanced differentiations
of such traits in more highly interconnected social settings
(Fischer, 2017).

The writing by Austen was set during the Industrial
Revolution in England, which marked great social transfor-
mations. Social hierarchies within traditional moral orders
were slowly but steadily changing. Dickens already inhabited
a world transformed by those changes, with many unskilled
workers working long hours in factories or suffering in pov-
erty in densely populated slums. As noted by literary scholars
such as Vermeule (2010), literature provides readers with an
opportunity to sample socially relevant information at a low
cost because it allows us to reason about social contracts
without having perfect access to relevant information yet not
suffering the consequences of that imperfect knowledge.
Hence, the social order and status hierarchies about to be
transformed would form an important backdrop to character
descriptions. A number of contemporary studies have
indicated that social dimensions are more differentiated in
more tightly organized interdependent cultural contexts (e.g.
Cheung et al., 2011; Nel et al., 2012; Valchev et al., 2013).
Since the 19th century was still more communitarian and hier-
archical compared with contemporary English society, we
could speculate that traits describing Agreeableness and Ex-
traversion might have been highly relevant and differentiated.
At the same time, it is not clear whether traits related to Open-
ness or Conscientiousness would be as clearly visible or struc-
tured. Openness/Intellect is highly relevant in a society with a
universal education system open to all members. Traits related
to curiosity and exploration are particularly relevant to inform
others about if you and your interlocutor have choices. In
Georgian and Victorian times, those choices were restricted
for most members of society. Even such obvious choices to-
day such as choosing one’s profession were dictated by family
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traditions, gender, and inheritance order rather than by ability
or interest. Similarly, Conscientiousness captures traits related
to personal efficiency and drive as well as being reliable and
responsible. Modern trait dictionaries often apply these terms
to work and education settings, which are most likely not
applicable to conditions in historical England. Considering
the greater importance of social etiquette and order, as well
as the absence of a universal education system, it would be
plausible that Conscientiousness-relevant terms emerge more
broadly in relation to moral and social virtues (e.g. being inter-
personally responsible or reliable and following social norms
and traditions). Hence, one important question that has not
been addressed previously is whether person descriptions in
historical texts follow modern descriptive personality models.

JANE AUSTEN AND CHARLES DICKENS

Jane Austen (1775—1817) and Charles Dickens (1812—1870)
are writers central to the development of the realist mode that
came to define the 19th century novel in its rich depictions of
the everyday, contemporary society, and individual psychol-
ogy (Eagleton, 2005; Williams, 1973; Woloch, 2003). Al-
though the two writers are only a generation apart, their
novels are distinct in mode, style, and representational tech-
niques. These differences can be attributed in part to the
rapid transformation of British society in the two decades
that separated the publication of Austen’s final works follow-
ing her death in 1818 and that of Dickens’s first novel in
1836. Austen’s novels are set in and around the country es-
tates that provided the political and economic scaffolding
of British society at the beginning of the 19th century. Her
cast of characters is populated by the landed gentry and
respected professionals such as lawyers and clergy, with indi-
viduals from higher (aristocratic) and lower (labourer and
lesser professionals) ranks in the social hierarchy occupying
more marginal positions within her character systems.
Austen’s novels register the shifting foundations of British
society, with her final novel Persuasion elevating the virtues
of the navy in favour of a declining aristocracy. However, the
books are largely conservative in their orientation insofar as
the marriage plot of each novel consolidates and strengthens
the existing social hierarchy through the wedding of social
authority to moral virtue (Butler, 1975; Duckworth, 1971).

Dickens, in contrast, is the great novelist of London, and
his novels document a rapidly evolving urban landscape with
its attendant social problems such as crime, sanitation, and
poverty, as well as technologies such as the railway. As such,
his novels feature a much more diverse range of characters,
from rogues and orphans to a broadening array of
middle-class professionals to aristocrats. Noted (and occa-
sionally derided) for their strong sentimentality, Dickens’s
novels often make an appeal to social and individual moral
reform by emphasizing interconnection and selflessness in
opposition to the alienating effects of a world shaped increas-
ingly by industrial capitalism. His work proved highly influ-
ential at a popular level, inspiring commercialized
merchandise such as figurines, dolls, etc.
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Clear differences are also seen in the two writers’ styles
and methods of characterization. Austen helped advance
the representation of human interiority and psychology by
transforming the epistolary novel—the novel of letters—
through narrative techniques that depicted individual thought
within third-person narration. Her novels offer rich depic-
tions of the mind within its social setting and pay scrupulous
attention to the dynamics of social interaction within a milieu
where those interactions are shaped by protocols of decorum
and propriety (Ferguson, 2000). Because these protocols
generally promote forms of civility necessary to maintain so-
cial cohesion within a hierarchical order, individuals’ true
feelings or desire are often masked or obscured. As the orig-
inal title to Pride and Prejudice—First Impressions’—fa-
mously indicates, her heroines’ narrative trajectories are
structured around discovery or recognition, both of others
and of themselves. Dickens’ modes of characterization offer
a stark contrast to this rich internal world, as his novels are
notable for their general lack of attention to or depiction of
the rich interiority of characters. Instead, his novels are pop-
ulated by a larger cast of characters that capture society at a
more expansive scale through multiple plots and numerous
minor characters (Miller, 1965). While some have seen indi-
viduals in his novels as closer to caricatures than characters,
the grotesque or deformed nature of many of the characters
—exemplified by, for example, repetitive tics or idiosyn-
cratic behaviours—can be interpreted as a manifestation
and consequence of the economic order his novels dissect
(Woloch, 2003). Hence, his person descriptions are more fo-
cused on externally visible behavioural characteristics.

THE CURRENT STUDY

We explore an automated text-mining approach to examine
the personality dimensions that two 19th century authors,
Jane Austen and Charles Dickens, used to describe their fic-
tional characters. We describe the application of a recently
developed method for unsupervised extraction of informa-
tion from sequential data called Transcendental Information
Cascades (TICs, Luczak-Roesch, Tinati, Van Kleek, &
Shadbolt, 2015; Luczak-Roesch, Tinati, & Shadbolt, 2015;
Luczak-Roesch, O’Hara, Dinneen, & Tinati, 2018), which
seeks to overcome problems encountered by heavily contex-
tualized automated text analysis approaches. For example,
many machine learning methods use broad linguistic feature
sets that work well when trained on and applied to contempo-
rary data sources but may add contemporary bias when ap-
plying the methods to historic or non-English textual data
(Da, 2019) or not perform as well as on modern texts
(Daelemans & Hoste, 2002; Tahmasebi, Niklas, Theuerkauf,
& Risse, 2010; Yang & Eisenstein, 2016). In the first in-
stance, TICs treat all parts-of-speech (POS) features (e.g.
all words or n-grams and POS token types such as nouns,
verbs, adjectives, or pronouns) as low-level information to-
kens (i.e. they treat these simply as symbols that occur in se-
quential order over the course of a text) and then generate a
temporally ordered network of the recurrence of tokens.
For example, in this sentence from Pride and Prejudice:
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‘Mr. Bennet was so odd a mixture of quick parts, sarcastic
humour, reserve, and caprice, that the experience of three-
and-twenty years had been insufficient to make his wife un-
derstand his character’, each word and grammatical feature
would be given information value: ‘Mr. Bennet’ is the sub-
ject (coded in 1st and 2nd position), ‘was’ is the verb and
encoded as ‘to be’ coded in the third position, ‘quick” would
be identified as an adjective and containing information in re-
lation to the semantic meaning of ‘quick’ in 9th position
within this sentence, etc. This creates a unique link between
analyses that rely on higher order semantics derived from
structural features of language (such as term co-occurrence;
‘quick’ and ‘sarcastic’ appear together in this sentence) and
the low-level analysis of individual tokens’ occurrences
(e.g. frequency and periodicity; how many times is ‘quick’
used and how frequently within a specific segment) when
any linguistic context is removed from the analytical view.

The work we present provides initial insights into the
application of TICs to the problem of extracting psycholog-
ical meaning from text in a bottom-up fashion. We focus
our analysis and elaboration on dictionary-based
psycholexical approaches to the problem of studying human
personality from historical texts. We use a text-mining
approach with the aim to identify core dimensions of per-
sonality that Austen and Dickens used when describing
their characters. Instead of using human coders and content
analysis based on psychological theory that may introduce
contemporary bias, we use a bottom-up approach that iden-
tifies all trait terms from three different dictionaries as
applied to fictional characters. We analyse the frequencies
and co-occurrences of terms associated with each of the
fictional characters as if these characters were human
subjects in a factor analytic study, treating the
co-occurrence of adjectives across characters as an input
to factor analysis similar to survey studies that use the rating
responses to survey items as an input. By running the anal-
yses separately for the two authors, we can identify the im-
plicit personality models that the authors used when
describing their fictional characters.

Our research questions are descriptive in that we want to
uncover the personality structure evident in novels. Specifi-
cally, our first research question is:

Research question 1: What terms are used by these two authors?

What do the most frequent terms used by each author tell
us about the personalities of the main characters (and possi-
bly the author)? Because we are analysing a larger number
of works, we also examine the relative stability of those fre-
quencies of trait terms used across novels. Our central ques-
tion is analysed next, namely:

Research question 2: What is the emerging personality structure
of fictional characters in the novels of Austen and Dickens?

There are two main steps that we need to address: (i) we
need to decide how many factors should be extracted, and (ii)
these structures need to be interpreted. We use a number of
different statistical approaches to examine possible factor
numbers. To interpret the structure, we compare the extracted
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literature factors with a reference structure derived from stu-
dent ratings (Ashton, Lee, & Goldberg, 2004), to marker
scales (Goldberg, 1992), and via an interpretation of the
unfolding factor structure. Our third question is:

Research question 3: How similar or different are the factor
structures for the two authors?

Do authors writing at different times within the 19th cen-
tury and for different audiences use similar implicit personal-
ity dimensions? This question provides some first
approximation of the idiographic vs. nomothetic question
that becomes tractable with larger scale textual analyses.

PRE-REGISTRATION STATEMENT

Our project describes an exploratory application of a new
data analysis approach to personality data in novels. Our
study relies on textual analysis, therefore, we do not use sam-
pling in a traditional sense. The authors and books were se-
lected as they represent two important exemplars of 19th
century literature. Austen has been credited with a rich inter-
nal description of characters, whereas Dickens has been ar-
gued to provide rich contextual descriptions of fictional
characters. Our sample included all recognizable characters
appearing in 21 novels by the two authors. Therefore, our
sample encompasses the whole population of characters
available to study within those sources.

Open material statement

We provide all the relevant information on procedures and
measures in the Method section. The code, sources and dic-
tionaries are available via https://osf.io/8bh3e/

Open data statement

The source data are publicly available via Gutenberg.org.
The dictionaries and extracted raw data frames are available
at https://osf.io/8bh3e/.

Reproducible script statement

Both the data processing scripts for the analyses reported
here as well as more extended experimental applications to
the data reported here are available at https://osf.io/8bh3e/.

Effects statement

We report descriptive statistics on word frequencies below.
Our analysis is exploratory and given the statistical approach
used, we do not report statistical significance levels. Tables 8
and 10 with 95% confidence intervals are included in the
supporting information.
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METHOD

Data sources

We used 6 novels by Jane Austen (Sense and Sensibility,
Pride and Prejudice, Emma, Mansfield Park, Northanger
Abbey, and Persuasion) and 15 novels by Charles Dickens
(The Pickwick Papers, Oliver Twist, Nicholas Nickleby, The
Old Curiosity Shop, Barnaby Rudge, Great Expectations, A
Tale of Two Cities, Dombey and Son, David Copperfield,
Bleak House, Hard Times, Little Dorrit, Our Mutual Friend,
Martin Chuzzlewit, and The Mystery of Edwin Drood). The
books were downloaded from Gutenberg.com in text format.

Dictionaries

We used three dictionaries (see https://osf.io/8bh3e/). The
Allport and Odbert (1936) trait list is arguably the oldest
and most comprehensive list of person-relevant terms in the
English language (17 953 trait terms, full transcription of
the list provided by Parker, Karl, Fischer, Luczak-Roesch,
& Grener, 2019). This list has not been consistently evalu-
ated using either self-reports or automated text analysis. We
call this list ‘Allport’ from now on.

Saucier (1997) developed a set of 500 terms to capture
broad and widely used person descriptors. These included
dispositions, temporary conditions, social and reputational
terms, and terms describing the appearance and physical
characteristics of individuals. A three-factor structure pro-
vided the most robust solution across a community and
smaller observer student sample. We call this the ‘500 list’
from now on.

Ashton et al. (2004) relied on an earlier dictionary of
1710 trait terms and data collected by Goldberg (1982),
which presents the most comprehensive list of trait and
disposition terms in English. In contrast to the list by
Saucier (1997), the Goldberg list captures only trait-focused
terms. Ashton et al. (2004) reanalysed a combined data set
of Australian and U.S. self-reports and found seven factors,
six of which resembled the HEXACO—the Big Five plus
Honesty-Humility; and the seventh factor captured religios-
ity. Because this dictionary is the most comprehensive
in-depth dictionary of trait terms and because we had access
to the full factor loading results for all the solutions (Gerard
Saucier, personal communication, Jan 10, 2019), we will
use this dictionary as the reference solution (called ‘1,710
list” from now on). We used the spelling as provided by the
dictionary compilers.

Data processing

Fundamental to our analysis is the construction of TICs
(Luczak-Roesch, 2016; Luczak-Roesch, Grener, Fenton, &
Goldfinch, 2016; Luczak-Roesch, Tinati, Van Kleek, &
Shadbolt, 2015; Luczak-Roesch, Tinati, & Shadbolt, 2015).
TICs are a sequential data mining approach that transforms
any kind of sequential data (e.g. the ordered sentences in a
text) into a directed network of information token recurrence.
An information token is any kind of distinct information that
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Original sentence sequence

Poetic fame was dear to the heart of his friend Snodgrass;
the fame of conquest was equally dear to his friend

1 Tupman; and the desire of earning fame in the sports of
the field, the air, and the water was uppermost in the
breast of his friend Winkle.

He (Mr. Pickwick) would not deny that he was influenced
by human passions and human feelings (cheers)—possibly

2 by human weaknesses (loud cries of “No”); but this he
would say, that if ever the fire of self-importance broke
out in his bosom, the desire to benefit the human race in
preference effectually quenched it.

3 The praise of mankind was his swing; philanthropy was his
insurance office. :

4 (Vehement cheering.)
He had felt some pride—he acknowledged it freely, and let

5 his enemies make the most of t—he had felt some pride
when he presented his Tittlebatian Theory to the world; it
might be celebrated or it might not.

Transcendental Information Cascade

6 (Acryof “Itis,” and great cheering.)

He would take the assertion of that honourable
Pickwickian whose voice he had just heard—it was
celebrated; but if the fame of that treatise were to extend

7 tothe farthest confines of the known world, the pride
with which he should reflect on the authorship of that
production would be as nothing compared with the pride
with which he looked around him, on this, the proudest
moment of his existence.

8 (cheers)

O He was a humble individual.

pickwick:honourable

Tokenised sentence sequence

|
pickwick:honourable.

snodgrassiipoetic

plckwick:human,

Figure 1. A schematic explanation of the Transcendental Information Cascade process. The example features nine consecutive sentences that occur in The
Pickwick Papers by Charles Dickens. The Transcendental Information Cascade approach will represent each sentence as a network node (black and grey circles).
In this example, X, ¥, and Z are hypothetical sentences that may occur later in the book and which feature person-adjective tokens that were also found in any of
the sentences 1-9. For each recurring token, an edge from the earlier to the later network node is inserted. Network nodes 3.,4,5,6, and 8 do not feature any edges
forward because they either did not contain any token match at all or a token match that does not recur at any time later in the text.

can be identified in source data using an information extrac-
tion method (e.g. matching adjectives using POS tagging).

To construct TICs, any element of a source sequence is
analysed using a predefined information extraction method
in chronological order from oldest to newest. In our case,
we use natural language processing algorithms to extract trait
adjectives matched to fictional characters. Any extracted to-
kens are kept in a distinct token set per sequence element.
Then a network is created where each sequence element is
represented by a unique vertex (vertices in networks are
sometimes also referred to as nodes) that holds the sequential
index as well as the token set as metadata attributes. A di-
rected edge (link) is created between any two vertices that
share a particular token as part of their token set but only if
there is no vertex that occurs in between these two vertices
in the overall sequence (i.e. has a sequential index between
the two vertices to be linked). In other words, any edge al-
lows to trace the path from the occurrence of an information
token to the next occurrence of that exact token (see Figure 1
for a representation—the matched trait terms to fictional
characters are used to create edges across the occurrences
of references to fictional characters).

The motivation and strength behind this approach that
combines token co-occurrence (via the token sets) and token
recurrence (via the edges of the network) is that it preserves a
relationship between low-level variances of information to-
ken co-occurrences and recurrences at the resolution of
sentences, for example, and the macroscopic view to the ag-
gregate state of an entire text or even corpus. For our work,
this is promising because we suggest that significant
fine-grained nuances in personality may be overridden when
using highly aggregate approaches such as word embeddings
or topic models because these approaches may penalize rare
variance due to their statistical insignificance or because they
do not allow to trace the path to the local context of the origin
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of a particular information token in the source data (aggre-
gated patterns are not traceable to the location of their origin
within a text; a common problem with text analysis
algorithms).

We constructed different TICs for the same source data
stemming from the aforementioned 21 English novels pub-
lished by Charles Dickens and Jane Austen. Those novels
were first transformed into sequential data by slicing the text
into distinct sentences. For each sentence, we then examined
three different tokenizations that can be realized using the
state-of-the-art POS tagger available as part of the spaCy nat-
ural language processing library. spaCy is a python library
for common natural language processing tasks that performs
well in comparison with other state-of-the-art solutions (Al
Omran & Treude, 2017; Spacy, 2019). Because our TIC
toolchain is implemented in the R programming language,
we instantiated spaCy through the spacyr interface (Benoit
& Matsuo, 2018; Honnibal & Montani, 2017; see Figure 1
for an example).

First, we simply tokenized all adjectives matched in the
respective text slices, identifying all adjectives in each sen-
tence in each novel. Negations are detected using POS typing
and the syntactic dependency tree so that we are able to
tokenize negated adjectives with a prepended ‘#-’.

Second, we paired all adjectives with all the fictional
characters that occur in the same slice as the adjectives. To
detect fictional characters, we relied on the entity extractor
of the spaCy library, which returns specific labels for named
person entities. According to benchmark results, the validity
of entity extraction of spaCy in reference texts is above 92%
(Spacy, 2019). Whenever we detected explicitly named per-
son entities in a slice, we stored these in a state object and re-
solved any personal pronouns in succeeding slices where no
characters are mentioned by their names to this set of fic-
tional characters in the state object. This processing allows
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to link adjectives to fictive characters across the boundary of
a particular slice (sentence in our case) in which they were
explicitly named. Despite the high level of validity, the entity
extraction is not perfect, and we identified a few inconsis-
tencies. For example, a number of entities were extracted that
did not map onto name characters from novels (e.g. ‘the
darkness’) or different entities were identified for identical
characters (e.g., ‘pickwick’ and ‘mr.pickwick’). To resolve
these inconsistencies, the data were cleaned by a team of En-
glish literature scholars under supervision by the last author
to identify overlapping entities and exclude entities that did
not map onto named characters. We removed the entities that
were not named characters and merged overlapping entities.
This yielded cleaned data sets for each author in which only
entities were included that were clearly identifiable as char-
acters of the books. In the end, we had a total of 250 charac-
ters from Austen’s novels and 1021 characters from the
novels by Dickens. Therefore, in this step, we identified all
fictional characters in each sentence as well as cross refer-
ences to characters across sentences.

Third, we used the syntactic dependency tree for resolv-
ing which entities are linked to which adjectives. In case that
a sentence did not match a named entity but contained per-
sonal pronouns, the algorithm linked the adjective to the last
character in a preceding sentence that has been stored in the
state object. In the case that no character-adjective matching
could be achieved, the adjective was dropped from further
analysis in this slice (sentence). Figure 1 depicts an abstract
example of this approach.

We want to note at this point that dependency parsing and
co-reference resolution are known to be technically very
challenging, in particular for written language that does not
follow a consistent and contemporary style (Peng, Khashabi,
& Roth, 2015). To develop a dependency parsing and
coreference resolution algorithm that is specifically focused
on literary texts from the 19th century is beyond the scope
of our line of inquiry here. Our preprocessing, therefore, uses
intuitive heuristics for dependency parsing and coreference
resolution, which are simpler but transparent (i.e. no complex
modelling and additional inferences influence the output of
this computational step) and scalable (i.e. it does not require
the training of a model for any new corpus it is applied to).

At the end of the slicing and tokenization, our preprocess-
ing resulted in a total of 63 distinct TICs represented by the re-
spective nodes and links (edges) stored as CSV files (see
Tables 1, and 2 for an example of this data representation in
the first 19 sentences of Great Expectations). That is, we ob-
tained one TIC per book (21 books) in a particular slicing
(one in our case because we used sentence level slicing) and
tokenization (three tokenizations). We only report results
for adjectives matched to fictional characters because this
is the conceptual equivalent to standard self-rated or
observer-rated personality scales: the association of trait terms
with fictional characters within each novel. Each TIC is mate-
rialized as (i) a file containing the sequence of vertices (one
vertex/node per slice) with the matched tokens as a context at-
tribute; (ii) a file containing the edges between vertices (i.e. an
adjacency list) with the token that caused the edge to be cre-
ated (i.e. the recurrence of an adjective); and (iii) an undirected
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Table 1. Example of the nodes output created by the
Transcendental Information Cascade constructions algorithm from
the first 19 sentences of the novel Great Expectations by Charles
Dickens

Node ID Extracted tokens

1 pip::christian, pip::explicit

2

3

4

5

6

7 joe gargery::childish

8 joe gargery::little, joe gargery::neat, joe gargery::sacred,
joe gargery::universal

9

10 joe gargery::vivid

11 pip::afraid, pip::certain, pip::distant

12 abel magwitch::terrible

13 abel magwitch::little

14 abel magwitch::coarse, abel magwitch::fearful, abel
magwitch::great

15 abel magwitch::old

16

17

18

19 abel magwitch::quick

Note: The table shows the tokens extracted when using the person-centric
tokenizer.

network of co-occurring adjectives (i.e. adjectives that occur
together within slices) as a single adjacency matrix with the
number of co-occurrences as the values within that matrix.
For our analysis, we are using the undirected network of
co-occurring adjectives matched to characters as input to be
processed for the factor analyses (the files with nodes and
links for the 21 novels can be found at https://osf.io/8bh3e/).

Filtering for shared author dictionaries

We filtered the resultant matrices to only retain words shared
with the three dictionaries. As discussed previously, we ex-
tracted all adjectives from the data set and matched them to
fictional characters at the sentence level. This resulted in
1174 terms for Austen and 3387 terms for Dickens (includ-
ing negations).! At this step, we now dropped all
adjective-character matches that were not included in one
of the three psychologically relevant dictionaries. For terms
shared across authors, we found the greatest overlap between
authors when using the 500 list: 1,710 (k = 198, 11.58%),
500 (k = 216, 43.20%), and Allport (k = 651, 3.65%). For
the author-unique lists, we found similar results: 1,710
(Dickens: k = 516, 30.18%; Austen: k = 227, 13.27%); 500
(Dickens: &£ = 331, 66.20%; Austen: k = 221, 44.20%); and
Allport (Dickens: & = 1913, 10.73%; Austen: k = 763,
4.28%). This low frequency rate of matching used adjectives
to dictionaries indicates that contemporary dictionaries are
not well represented in 19th century novels. It also shows

"The complete lists of adjective-character matches in both authors can be
found at https://osf.io/8bh3e/.
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Table 2. Example of the links output created by the Transcendental
Information Cascade constructions algorithm from the first 19
sentences of the novel Great Expectations by Charles Dickens

Source node ID Target node ID Recurring token

8 47 joe gargery::little

63 64 joe gargery::young
64 65 joe gargery::young
65 66 joe gargery::young
66 67 joe gargery::young
67 68 joe gargery::young
68 69 joe gargery::young
27 74 abel magwitch::young
68 105 joe gargery::great

92 106 joe gargery::smooth
59 111 joe gargery::old

105 114 joe gargery::great

69 142 joe gargery::young
89 146 mrs joe gargery::great
93 148 joe gargery::good

148 153 joe gargery::good

153 154 joe gargery::good

47 164 joe gargery::little

146 165 mrs joe gargery::great

99 167 joe gargery::alone

Note: The table shows example 20 links that associate nodes for the Great
Expectations example when using the person-centric tokenizer.

that Austen used a less diverse vocabulary to describe her
characters.

Data analysis

Construction of correlation matrices

Based on the extracted data matrices containing term occur-
rences per character, we constructed Pearson correlation ma-
trices for all terms in the selected dictionary. This is
equivalent to constructing correlation matrices based on
self-reported or other-reported ratings of persons in psychol-
ogy. Instead of using ratings, we used the frequency of adjec-
tives to create the correlation matrix.

Determining factor numbers

To identify the statistically optimal number of factors that
should be extracted from our data, we (i) inspected the scree
plot, (ii) ran parallel analysis, and (iii) ran Velicer’s MAP
(Velicer, 1976) on the correlation matrix of each
author/dictionary combination. We used the fa.parallel and
vss functions from the psych package (Revelle, 2018). Due
to computational constraints given the data complexity, we
performed 20 iterations for each parallel analysis.

Factor analysis

We used the fa function with a varimax rotation and a mini-
mum residuals factoring from the psych package
(Revelle, 2018).2 We extracted one to seven factor solutions
for each author and dictionary, as described in the Factor
Structures section of the Results section.

*When using oblique rotation, the extracted factor structures were identical
to the varimax solutions (congruence coefficients above.98 in all cases).
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Factor cascades

To compute the factor cascades within each author/dictionary
combination, we correlated the factor loading matrices of
each n dimensional factor solution with the » — 1 dimen-
sional solution.

Validation steps

Validation of bottom-up structures is challenging. Reviewing
the literature, Boyd and Pennebaker (2017) noted that the
verification of language-based personality models is typi-
cally done against self-ratings (or other-ratings) of personal-
ity traits in terms of the Big Five or some other measure (e.g.
Schwartz et al., 2013; Yarkoni, 2010). For example, the clas-
sification of an individual based on textual analysis is com-
pared with self-ratings on standard personality scales.
These studies have shown some moderate convergence of
text-based classifications using pre-existing dictionaries and
standard psychometric tests. With unavailability of
self-ratings for deceased individuals or fictional characters,
observer (reader) ratings might be usable (Johnson, Carroll,
Gottschall, & Kruger, 2011). The problem with this approach
is that the structure and relevance of questionnaire-based trait
dimensions cannot be taken for granted due to known prob-
lems with lack of self-insights, response biases, imprecise
measurement procedures, and problems with applicability
of those trait dimensions to specific individuals and cultural
contexts (e.g. Boyd & Pennebaker, 2017; Cheung
et al.,, 2011; Fischer, 2017; Uher & Visalberghi, 2016).
Using pre-existing meaning categories also increases the risk
of applying pre-existing biases in the interpretation of text.
Boyd and Pennebaker (2017) noted as an alternative for ver-
ifying language-based analyses to use textual insights for
prediction of personality-relevant real-world behaviours.
This second approach has been shown to provide novel and
nuanced insights for both describing and predicting specific
behaviour (Boyd & Pennebaker, 2017) but is certainly lim-
ited when applied to fictional characters in novels or when
examining textual descriptions of individuals who have long
died. We therefore decided to use three steps to examine the
validity of our structures.

Procrustes analysis

First, we examined the similarity with previously reported
factor structures (Ashton et al., 2004). We used Procrustes
factor rotation to rotate the factor structure extracted from
the text to the factor structures identified in rating studies
of real individuals and computed Tucker’s phi coefficients
(Fischer & Fontaine, 2010; Fischer & Karl, 2019; Van de
Vijver & Leung, 1997) to examine factorial similarity. In
psycholexical research, a threshold of .80 has been suggested
as indicating sufficient similarity when dealing with struc-
tures that come from different sets of terms (De Raad
et al., 2010).

Random data structures

Second, to evaluate the robustness of our solutions, we used
a random data approach. Based on our previously generated
data set, we generated two additional data sets containing
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Table 3. Overlap between the Big Five marker lists and dictionaries by author
Austen Dickens

A N C E (0] A N C E (¢}
1,710
Agreeable Anxious  Careful Active Bright Agreeable Anxious Careful Active Bright
Generous Fearful Steady Bold Deep Generous Fearful Steady Bold Deep
Kind Jealous  Practical  Talkative Intellectual Helpful Jealous Practical Energetic Intellectual
Pleasant Nervous  Prompt Kind Moody Prompt Talkative Imaginative
Warm Envious  Thorough Pleasant Nervous Systematic Unrestrained ~ Philosophical
Considerate  Irritable Warm Envious Conscientious  Vigorous

Considerate  Irritable Thorough Daring

Trustful Fretful

Sympathetic  Emotional
500
Agreeable Anxious  Careful Active Bright Agreeable Anxious Careful Active Bright
Generous Jealous  Neat Bold Intellectual ~ Generous Jealous Neat Bold Intellectual
Kind Nervous Practical ~ Talkative Helpful Moody Practical Energetic Imaginative
Pleasant Irritable  Prompt Kind Nervous Prompt Talkative
Warm Thorough Pleasant Irritable Conscientious  Daring
Considerate Warm Emotional Thorough

Considerate

Sympathetic
Allport
Agreeable Anxious  Careful Active Bright Agreeable Anxious Careful Active Bright
Generous Fearful ~ Neat Bold Deep Generous Fearful Neat Bold Deep
Kind Jealous  Steady Talkative Intellectual Helpful Jealous Steady Energetic Intellectual
Pleasant Nervous  Practical Kind Moody Practical Talkative Imaginative
Warm Envious  Prompt Pleasant Nervous Prompt Unrestrained  Philosophical
Considerate  Irritable ~ Thorough Warm Envious Systematic Daring

Considerate  Irritable Conscientious

Trustful Fretful Thorough

Sympathetic  Emotional

randomized data for each of the entities. First, we re-ran the
extraction procedure of the initial data set but replaced the
extracted entities across books randomly with an entity of
the final data set without weighting for occurrence probabil-
ity of the entity, resulting in a non-probabilistic randomized
data set. Therefore, any fictional character in any book had
an equal probability to be replaced. Second, we ran the same
randomization weighted by the probability that an entity oc-
curs matched with a word. In other words, less frequently
mentioned characters were less likely to be chosen. This re-
sulted in a probabilistic random character data set. This sec-
ond data set preserves author specific choices about
centrality of characters, which may carry over specific biases
instead of a completely random approach as used for the first
data set. We use these random factor structures for compari-
son purposes, both for determining optimal factor numbers
and to compare the Procrustes analysis results.

Marker scales

Third, to aid in the interpretation of our factors, we created
marker scores using the positive terms for each of the Big
Five domains from Goldberg’s (1992) list. It should be ac-
knowledged that this is conceptually problematic as the
marker scales only capture a narrow subset of the meaning
of a factor (De Raad & Peabody, 2005); still, marker scales
are informative for contextualizing these factors from a mod-
ern factor analytic perspective. Table 3 shows the overlap
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between each of the marker terms and the dictionaries by au-
thor. We created marker scores for each character by sum-
ming up the number of occurrences of all terms in a marker
scale (e.g. active, bold, and talkative for Extraversion in the
500 dictionary in Austen’s novels). We used only the posi-
tive terms to reduce the potential ambiguity of combining
the frequency of positive and negative terms.

RESULTS

Research question 1: Descriptive analysis of the trait
terms used

To examine the distribution of trait terms across data sets and
dictionary, we extracted the 100 most common terms for
each author. We show the results of both authors for compar-
ison in Table 4 (if ties for the 100th spot occurred between
term frequencies, all tied terms are shown). As can be seen
there, the dictionaries show quite different terms; the choice
of dictionary matters if the aim is to characterize individuals
via salient terms.

To examine the overall psychological characteristics of
the two authors’ novels, we analysed the frequency of terms
from the 1,710 dictionary. We adjusted the frequency of each
word by the overall frequency of all terms from this dictio-
nary. A first observation of these standardized frequencies
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Table 4. List of the 100 most frequent trait terms per author and dictionary

Austen Dickens
1,710 500 Allport 1,710 500 Allport
Anxious Little Sure Quiet Little Little
Kind Good Dear Proud Old Dear
Agreeable Happy Little Certain Good Old
Determined Glad Good Natural Young Good
Natural Poor Happy Cold Glad Sure
Silent Afraid Glad Silent Poor Better
Certain Pleased Better Kind Afraid Right
Capable Satisfied Poor Anxious Happy Young
Cold Anxious Able Bright Alone Glad
Serious Young Afraid Pleasant Great Poor
Amiable Ashamed Sorry Agreeable Quiet Afraid
Eager Great First Curious Proud Sorry
Indifferent Old Impossible Proper Certain Happy
Proud Kind Ready Particular Surprised Last
Pleasant Agreeable Present Honest Natural First
Proper Determined Possible Gentle Hard Alone
Quick Surprised Last Quick Open Late
Impatient Natural Pleased Gracious Short Dead
Ignorant Tired Satistied Faithful Strong Great
Particular Delighted Anxious Humble Cold Best
Foolish Angry Best Cheerful Difficult Ready
Lively Fair Young Dull Tired True
Cheerful Certain Least Bold Pretty Quiet
Quiet Handsome Right Wild Well New
Civil Sensible Ashamed Warm Bad Necessary
Earnest Alone Fond Cruel Kind Full
Reasonable Bad Aware Childish Beautiful Whole
Warm Comfortable Likely Jealous Strange Dark
Wild Capable Great Deep Anxious Proud
Humble Cold Old Friendly Bright Able
Confident Serious Necessary Calm Pleasant Impossible
Intimate Well 1 Careful Fair Easy
Rational Eager Kind Generous Rich Present
Fearful Open Agreeable Slow Weak Possible
Jealous Proud Determined Affectionate Innocent Certain
Unreasonable Unhappy Surprised Earnest Ashamed Surprised
Affectionate Disappointed Wrong Serious Handsome Natural
Clever Fortunate Natural Foolish Plain Hard
Vain Pretty Tired Determined Angry Open
Constant Strange Delighted Constant Sensible Short
Unkind Difficult Mistaken Amiable Satisfied Strong
Generous Pleasant Angry Patient Agreeable Cold
Gentle Useful Silent Thoughtful Curious Silent
Simple Plain Fair Tight Busy Free
Independent Strong Late Indifferent Comfortable Least
Scrupulous Charming Certain Steady Sweet Black
Wise Proper True Timid Worthy Difficult
Obliging Short Easy Confused Proper Tired
Calm Delightful Handsome Gloomy Delighted Likely
Careless Impatient Sensible Ignorant Pleased Aware
Cruel Hard Equal Rough Private 11
Faithful Ignorant Alone Simple Honest Pretty
Selfish Foolish Bad Nervous Fine Safe
Prudent Secure Comfortable Original Gentle Well
Sincere Uncomfortable Full Confident Grateful Bad
Steady Rich Real Haughty Unhappy Kind
Modest Concerned Capable Moral Gracious Clear
Punctual Lively Cold Restless Interested Fond
Loud Cheerful General Considerate Faithful Beautiful
Ungenerous Interested New Capable Thankful Close
Elegant Quiet Serious Clever Cheerful Small

(Continues)
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Austen Dickens
1,710 500 Allport 1,710 500 Allport
Severe Thankful Willing Cool Awake Strange
Timid Stupid Safe Merry Remarkable Anxious
Awkward Fine Amiable Sensitive Bold Bright
Eloquent Reasonable Miserable Fearful Blind White
Nervous Warm Well Intimate Familiar Wrong
Shy Excellent Eager Firm Warm Alive
Impertinent Pleasing Indifferent Stern Professional High
Confused Confident Open Modest Cruel Pleasant
Honest Desirable Proud Brave Childish Conscious
Just Extraordinary Unhappy Reasonable Devoted Pale
Original Important Disappointed Expressive Jealous Fair
Solemn Lucky Absent Solemn Friendly Rich
Unsuspicious Nice Fortunate Unreasonable Calm Weak
Active Jealous Pretty Mild Careful Innocent
Cautious Unreasonable Whole Responsible Generous Ashamed
Deep Affectionate Strange Wise Lovely Round
Dependent Clever Odd Prudent Affectionate Handsome
Hearty Generous Superior Tender Important Heavy
Imprudent Gentle Difficult Selfish Serious Plain
Noisy Private Pleasant Worldly Foolish Mad
Rude Sweet Unable Dependent Determined Angry
Chatty Tall Useful Graceful Useful Sensible
Excessive Independent Astonished Loving Lonely Satisfied
Careful Lovely Fit Respectful Thin Agreeable
Compassionate Wise Plain Awkward Youthful Curious
Curious Attentive Strong Practical Ridiculous Large
Expressive Wonderful Charming Immovable Charming Red
Lazy Beautiful Proper Eager Patient Unable
Reserved Busy Quick Hearty Tall Busy
Thoughtful Calm Short Impatient Thoughtful Comfortable
Dull Careless Sick Polite Uncomfortable Sweet
Firm Cruel Delightful Cordial Excited Worthy
Formal Faithful Impatient Boyish Confused Proper
Merry Grateful Free Genteel Fortunate Low
Mild Selfish Hard Narrow Hopeful Particular
Tender Interesting Ignorant Orderly Ignorant Delighted
Contrary Sincere Particular Hospitable Rough Frightened
Indulgent Unlucky Personal Independent Delightful Pleased
Polite Modest Small Severe Nervous Private
Smart Punctual Unwilling Benevolent
Spirited Ridiculous Chief
Violent Foolish
Affected Secure
Hasty Uncomfortable
Suspicious
Thoughtless
Extravagant
Insolent

Note: 1f ties for the 100th spot occurred between term frequencies, all tied terms are shown, leading to uneven numbers across dictionaries and authors.

is that anmxious was the most frequently used word in
Austen’s novels when matched to characters (4.8%),
followed by kind (3.5%), agreeable (3.2%), determined
(3.2%), and natural (2.9%). Hence, there was a noticeable
gap between the most frequent term anxious and subsequent
terms. In contrast, the distribution of word frequencies was
somewhat more even for Dickens, with the most frequently
used word being quiet (3.6%), followed by proud (3.3%),
certain (2.8%), and natural (2.8%). To provide more context,
Figure 2 shows the standardized index for the 20 most

© 2020 European Association of Personality Psychology

frequently used terms per author (28 terms in total). A num-
ber of terms occur with similar frequencies in novels by both
authors (e.g. natural, silent, certain, cold, pleasant, and
proper, quick). However, there are also very clear distinc-
tions. Austen makes considerably more use of words like
anxious, kind, agreeable, determined, capable, serious, ami-
able, and eager. In contrast, Dickens uses proud, quiet,
bright, honest, curious, and gracious considerably more of-
ten than Austen. The terms used by Austen have a more emo-
tional and interpersonal orientation but also references to
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Figure 2. The 20 most frequently used terms from the 1,710 dictionary by
author. Because the ranking of words was different, the total number of terms
is 29. Words are coloured depending whether they appeared in the Top 20 for
Austen (green), Dickens (orange) or were shared by both (black).

competence. In contrast, the most frequently used descriptors
used by Dickens imply characters differing in dominance,
trust, and mental capability.

Descriptive analysis of marker scales per author

To examine the psychological characteristics of the two au-
thors” novels in the Big Five framework, we analysed the
positive marker terms (Goldberg, 1992) used by the two au-
thors across the 21 novels (the character parsed lists, inde-
pendent of any dictionaries). We created a list that was
unique to each author (e.g. capturing all marker terms) and
a list that was based on terms shared between the two authors
(e.g. only marker terms that were used by both authors were
included). These lists were then standardized within each au-
thor, creating two new standardized lists: one list standard-
ized for the relative frequency of these marker terms across
all dictionaries and one list standardized for the relative fre-
quency of all used marker terms by author.

Overall, Dickens used more terms from the marker list
(38) compared with Austen (24). The most frequent terms
for both authors were for Agreeableness and Neuroticism,
whereas relatively few terms were used from the Openness
and Extraversion lists.

When examining the relative term frequencies overall, the
psychological make-up of characters in Austen novels was
geared towards descriptions in terms of Agreeableness
(51.4%) and Neuroticism (36.2%), with Conscientiousness
(6.4%), Extraversion (3.2%), and Openness (2.8%) being of
minor importance. Dickens’ descriptions were also strongly
biased towards Agreeableness (41.9%) but with less emphasis
on Neuroticism (21.5%) and relatively greater importance for
Openness (16.3%), Conscientiousness (12.2%), and Extraver-
sion (8.1%) compared with Austen. These overall classifica-
tions mark interesting differences in specific word usage and
may be related to the smaller number of characters in Austen
compared with Dickens. Figure 3 shows the relative fre-
quency of the shared terms. First, similar to the results noted
above, it is noteworthy that fewer terms are used with greater
frequency overall by Austen (anxious, kind, and agreeable),
whereas there are less obvious distinctions between term us-
age in Dickens’ novels. The most frequently used words by

© 2020 European Association of Personality Psychology
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Figure 3. Relative frequency of the positive Big Five marker terms (Gold-
berg, 1992) matched across the two authors.

Dickens from the jointly matched list are kind, pleasant,
bright, and anxious. However, as outlined above, a few words
that are hardly used by Austen show some greater prominence
in Dickens’ vocabulary when describing characters (e.g.
bright, bold, deep, and careful). In summary, Austen’s de-
scriptions matched to the positive Big Five marker scales
show a preponderance of Agreeableness and Neuroticism;
on the other hand, Agreeableness is the primary concern for
Dickens, but there are also relatively frequent descriptions of
characters in terms of all the other of the Big Five.

Stability of results per author

We next tested how stable the term frequencies were per au-
thor across books. We extracted the terms that are common
to all books and then compared the rank order of each book
with the overall rank order. Overall, the 500 list showed the
highest stability (Austen » = .73, Dickens r = .74), followed
by the Allport list (Austen » = .65; Dickens r = .58) and the
1,710 list (Austen r = .57; Dickens r = .54). Among Austen’s
books, Emma (» range from .63 to .78) and Pride and Preju-
dice (r range from .68 to .76) typically showed the highest
similarity to the overall frequency distribution; whereas Per-
suasion showed the lowest similarity to the other works com-
bined (range from .46 to .63). Among Dickens’ works, Bleak
House showed the highest similarity in term frequencies to the
overall work (range from .64 to .86; but David Copperfield
also showed high similarity for the 1,710 term frequencies
with the overall corpus: » = .67); whereas Mystery was the
least similar to other books (range from .37 to .63).

Research question 2: Factor structures

Parallel analysis, Velicer's MAP, and scree test

We ran factor analyses separately across all books for each
author. Figure 4 shows the eigenvalues up to 20 factors for
the three dictionaries for the two authors separately. For the
500 and 1,710 dictionaries, no clear bends were visible be-
yond a very strong first factor for both authors, with EVs
levelling off after seven factors. For the Allport dictionary,
a four-factor solution might be indicated for Austen. For both
authors, the EVs level off after eight factors.
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Figure 4. Scree test for the three dictionaries by author.

Parallel analysis suggested extracting 11 factors for the
Austen novels when using both the 500 and the 1,710 dictio-
naries; for the Allport dictionary, a total of 22 factors were
above a random threshold. Using Velicher’s MAP, the analy-
sis of the 500 and 1,710 dictionaries for Austen suggested six
factors, whereas for the Allport dictionary, it suggested two
factors. In contrast, for the novels by Dickens, parallel anal-
ysis suggested two factors for the 500 dictionary, four factors
for the 1,710 dictionary, and five factors for the Allport
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dictionary. With Velicer’s MAP, the results suggested
extracting eight factors for all the dictionaries for Dickens.

For the random structures, parallel analyses typically sug-
gested no factors or a single factor. Hence, our
character-based factor structures do not appear to be driven
by random word associations.

Procrustes analysis with the 1,710 dictionary self-rating data
We used the factor structure reported by Ashton et al. (2004)
as target for Procrustes rotation. We compared our three, five,
six, and seven factor loadings with the respective factors from
Ashton et al., excluding trait terms not observed in our data.
Given the inability to adequately capture negations, we used
the absolute values of the loadings in the target matrices for
examining factor similarity. Table 5 shows the overall results.
The highest congruence coefficients did not exceed .54 for
Austen and .41 for Dickens. These indices of factor similarity
are well below the suggested lower threshold of .80 (De Raad
etal.,2010). Hence, our textual factor analyses did not recover
a structure directly corresponding to the common lexical solu-
tions of three to seven factors from self-rating data.

At the same time, it is important to examine how similar a
random structure would be to the self-rating-based factor
structures. When comparing our observed congruence

Table 5. Congruence coefficients between the self-rating solution (Ashton et al., 2004) used as a target and the Procrustes-rotated factors based
on the character analysis, random samples, and random probability samples using the 1,710 trait dictionary

Austen

Dickens

Three factors Five factors Six factors

Seven factors

Three factors Five factors Six factors Seven factors

Factors
Character analysis

1 46 A7 A48 45 42 .40 42 41
2 .39 .54 48 40 .40 41 40 .40
3 49 38 40 49 43 41 40 41
4 41 44 45 33 34 33
5 30 31 33 24 22 22
6 33 30 28 24
7 35 28
Mean 45 42 41 40 42 .36 34 33
Random sample

1 .20 .19 .19 .19 .10 .08 .07 .09
2 13 18 .20 18 .05 .06 .07 .08
3 13 18 .18 .20 .04 .07 .08 .06
4 .05 .08 .08 .03 .08 .08
5 .08 15 .16 .07 .04 .05
6 .09 .14 .09 18
7 15 11
Mean .15 .14 15 .16 .06 .06 .07 .09
Random probability sample

1 37 35 39 41 21 27 26 29
2 39 41 37 41 23 .29 .29 24
3 38 40 41 38 22 23 24 31
4 32 33 36 20 .20 22
5 23 21 20 24 17 .16
6 27 .20 18 12
7 28 .19
Mean .38 34 33 32 22 25 22 22
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Table 6. Highest loading terms in the seven-factor solution in Austen’s novels based on the set of 1,710 terms (227 terms in analysis)

[Factor 1] Civility

ingenious (.99), brutal, clownish, envious, fanciful, graceful, irritable, womanly, unfeeling, prejudiced, particular, obliging, kind, quick,
unreasonable, hasty, insolent, eager, rational, compassionate, contrary, fearful, merry, amiable, impatient, determined, ignorant, natural,
unsuspicious, original, confused, just, cautious, nervous, cruel, cold, gentle, jealous, vain, confident, humble (.31)

[Factor 2] Intelligence

biased (.98), practical, philanthropic, unsophisticated, timid, deep, charitable, uninformed, curious, silent, serious, dull, tender, mild, hasty,
unreasonable, solemn, dependent, noisy, steady, foolish, eloquent, nervous, ungenerous, lively, sincere, negligent, modest, cruel, capable,
affectionate, simple, earnest, independent, rational (.30)

[Factor 3] Approachability
haughty (.97), indirect, social, consistent, dignified, intelligent, proud, affected, civil, cautious, honest, original, ungenerous, selfish, punctual,
faithful, generous, impertinent, wise, amiable, certain, jealous, silent, clever, ignorant (.31)

[Factor 4] Vigour
bright (.98), cool, explicit, feminine, invariable, slow, independent, simple, lazy, suspicious, active, pleasant, serious, quiet (.34)

[Factor 5] Egocentrism
greedy (.95), resentful, unguarded, impertinent, stubborn, rude, extravagant, honest, smart, noisy, dull, solemn, constant, unsuspicious,
anxious, ungenerous, faithful, careless, quick, simple, humble, wild (.30)

[Factor 6] Sternness
reasonable (.65), severe, confused, reserved, formal, mercenary, lively, intimate, expressive, polite, certain, proper, indifferent, dependent,
clegant, natural, determined, capable, agreeable, serious, amiable, foolish, generous, cheerful, quiet, anxious, earnest, constant, silent,

faithful, eloquent, wild, humble, eager, nervous, genteel, straightforward, illiterate, affectionate (.30)

[Factor 7] Prudence

moderate (.92), sensitive, speedy, manly, prudent, unkind, uninformed, contrary, wise, generous, selfish, calm, affectionate, certain, anxious

(33)

Note: N = 250 character entities. Terms with loadings at or above .30 are presented. The terms are listed in decreasing order of their loadings; the highest and

lowest loading in each factor are indicated in parentheses.

coefficients with those obtained after rotating the random
character data and random probability character data to the
rating-based structure, the coefficients from the two random
data sets were considerably lower than the observed ones
(see Table 6). For example, for the seven-factor solutions,
we found average congruence coefficients for Austen and
Dickens, respectively, of .40 and .33 in observed data, .16
and .09 in random data, and .32 and .22 in random probability
data. These indices suggest that although the character-based
structure did not meet structural equivalence with rating data,
randomly created character sets showed considerably lower
congruence coefficients with rating data, suggesting that the
character-based textual analysis is different from randomly
constructed trait matrices and shows higher but not sufficient
similarity with rating-based factor structures.

Factor structure description
Because both the 1,710 and 500 dictionaries had shown in-
terpretable (although different) seven-factor structures with

rating data in previous studies, we extracted one to seven fac-
tors for each of the dictionaries separately by author. In order
to compare the emerging structures, we examined the simi-
larity of factor loadings across dictionaries for matching
terms. We used a criterion for correlations of .80 to identify
factors that showed high similarity with each other across
dictionaries and correlations of .50 to identify factors that
showed fair similarity across dictionaries. For purposes of
better presentation, we use the 1,710 dictionary again as the
reference solution and then compare the 1,710 dictionary
separately with both the 500 and Allport dictionaries.

We base our presentation on the seven-factor solution for
the sake of comprehensiveness. Judging from the scree test,
seven factors may be too many for the 1,710 and 500 dictio-
naries; still, it is informative to see what factors emerge if we
allow over-extraction. In general, the meaning of the factors
changed only slightly with the extraction of additional fac-
tors. In the following section, we trace the sequence of emer-
gence of factors from solutions with lower dimensionality.

Table 7. Correlations of the factors of the seven-factor solution in the 1,710 dictionary with the factors in the 500 and Allport dictionaries in
Austen’s novels

52 A2 5.5 Al 54 A5 53 A7 5.6 A4 5.1 A3 5.7 A.6

Civility 1 1 .07 .10 .01 01 -12 -13 =11 —.04 13 09 —-15 .01
Intelligence .06 .07 .93 99 —18 —-20 .00 —-.06 —.02 .06 48 33 —13 .02
Approachability .02 01 =27 =20 97 97 —-12 —-09 —-.04 .02 .08 .10 .00 12
Vigour —-.16 —.19 .02 02 —-14 =20 1 9 —-16 —-10 —11 —.14 .01 =23
Egocentrism —-03 —-04 —-04 —-03 —.02 01 —-07 =12 .92 .99 02 —-02 =21 12
Sternness .10 13 A1 23 —-05 —-04 —-12 .05 .05 .02 .86 .93 23 .10
Prudence -05 —-04 —-18 —.05 .19 A7 =14 =19 .07 .03 42 42 =21 .67

Note. Factor labels starting with 5 indicate the factors in the 500 dictionary and those with A indicate factors in the Allport dictionary (see text for dictionary
description). The factors of the 1,710 dictionary are presented in order of extraction. Correlations over .50 are in bold.
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Table 8. Highest loading terms in the seven-factor solution in Dickens’ novels based on the set of 1,710 terms (516 terms in analysis)

[Factor 1] Approachability

arrogant (.98), inconstant, reproachful, icy, derogatory, haughty, disdainful, overbearing, audacious, sullen, extravagant, unapproachable,
uninformed, complimentary, judicious, elegant, dignified, discreet, taciturn, natural, sensitive, moody, rugged, timid, proud, blunt, dull,
social, intellectual, cold, submissive, distant, severe, observant, jealous (.31)

[Factor 2] Dominance

argumentative (.99), negative, humorous, humane, meditative, heartless, treacherous, relaxed, philosophical, fraudulent, philanthropic, jovial,
faithful, productive, hospitable, fickle, awkward, cunning, invariable, prompt, inconsistent, intelligent, speedy, talkative, considerate, eloquent,
exact, certain, aloof, restless, inflexible, amiable, smart, spirited, merciful, careful (.31)

[Factor 3] Sociability

forgiving (.99), frolicsome, tolerant, venturesome, unobtrusive, unpretending, pious, condescending, sociable, pensive, jovial, humble, lavish,
noisy, frivolous, judicious, angelic, industrious, constant, moral, lenient, gentle, ambitious, moody, zealous, dutiful, agreeable, tight, blunt,
pleasant, proud, harsh, thoughtful, vindictive, loud, affected, unmindful, severe, bold, careful (.30)

[Factor 4] Civility

unsocial (.98), guileless, urbane, wilful, chatty, relentless, whimsical, extravagant, inconsiderate, simple, shrewd, lenient, taciturn, brave,
intelligent, serious, careful, conversational, worldly, mild, dissatisfied, warm, bashful, nervous, honest, ignorant, stern, pleasant, genial,
contented, gallant, lively, harsh, amiable, certain, gracious, deep (.31)

[Factor 5] Integrity
changeable (.94), deceitful, demure, vivacious, moderate, courageous, unvarying, mischievous, industrious, complacent, wise, manly, inward,
serene, merry, spirited, wild, unreasonable, punctual (.30)

[Factor 6] Dynamism

impressible (.56), quiet, anxious, prejudiced, generous, sly, rational, vain, patient, earnest, silent, wild, bright, kind, rigid, inexhaustible, proud,
certain, determined, natural, independent, childish, steady, compassionate, sincere, clumsy, affectionate, unapproachable, grumpy, lawless,
proper, pleasant, inflexible, mild, spirited, speedy, warm, insolent, quick (.30)

[Factor 7] Activity
adventurous (.82), defiant, forbearing, girlish, chatty, kind, angelic, restless, ingenuous, serene, resentful, gentle, earnest, cruel, smart, loving,
fierce, sullen, solemn (.30)

Note. N = 1021 character entities. Terms with loadings at or above .30 are presented. The terms are listed in decreasing order of their loadings; the highest and
lowest loading in each factor are indicated in parentheses.

Table 9. Correlations of the factors of the seven-factor solution in the 1,710 dictionary with the factors in the 500 and Allport dictionaries in
Dickens’ novels

54 A2 52 A4 53 A3 55 A.6 5.6 Al 5.1 A7 57 A5

Approachability .96 99 —-06 —-07 .02 06 —.07 .03 .14 18 .10 .14 A1 A1
Dominance —.09 —.09 1 1 .00 —.01 .08 .10 —.02 .03 —.01 —.01 A1 18
Sociability .04 .06 .00 .01 .98 1 —.14 .06 .01 .06 —.05 —.05 11 .00
Civility .00 .03 17 Jd6 .07 .03 .79 .96 17 .36 31 17 33 22
Integrity .16 .01 .05 .04 .01 —.03 .33 .14 .00 37 .26 19 A8 22
Dynamism 27 14 —.01 —.01 .02 —.03 35 .30 55 .64 .80 78 28 29
Activity .16 .08 .00  —-.02 .03 —.04 .01 —.19 .28 .74 .03 —-20 .55 .19

Note. Factor labels starting with 5 indicate the factors in the 500 dictionary and those with A indicate factors in the Allport dictionary (see text for dictionary
description). The factors of the 1,710 dictionary are presented in order of extraction. Correlations over .50 are in bold.

The highest loading terms per factor in the seven-factor The highest correlations of the factor were with the marker
solution in the 1,710 dictionary in both authors are presented scales for Neuroticism (r = .52) and Agreeableness
in Tables 7 and 9, respectively; the terms from the solutions (r = .49). This factor replicated as Factor 2 in the 500 dictio-
in the other two dictionaries are presented in the supporting nary (» = 1) and Factor 2 ( = 1) in the Allport dictionary
information. The correlations of matching terms in the (Table 7).

1,710 dictionary with those in the other two dictionaries are The second factor suggested Practical Intelligence and
presented in Tables 8 and 10. To interpret the structure, we Social Maturity. High loading terms included practical, phil-
use the associations with the positive terms from anthropic, unsophisticated, and uninformed. The highest cor-
Goldberg’s (1992) marker scales to provide an interpretation respondence with the Big Five marker scales were for
in light with contemporary associations. We use as a criterion Openness (r = .68) and Conscientiousness (r = .52), and
marker-scale correlations of .20 and above for both authors. there were smaller correlations with Neuroticism (r = .25)

For the novels by Austen, the first factor captured and Agreeableness (r = .24). This factor replicated as Factor
Civility-related terms. High loading terms on this factor in- 5 in the 500 dictionary (» = .93) and Factor 1 in the Allport
cluded graceful, ingenious, clownish, and irritable (Table 6). dictionary (r = .99).
© 2020 European Association of Personality Psychology Eur. J. Pers. 34: 917-943 (2020)
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The third factor captured terms related to Social
Humility/Approachability. High loading terms included
haughty, dignified, proud, and social. This factor’s highest
marker-scale correlation was » = .25 with Agreeableness.
This factor closely approximated Factor 4 in the 500 dictio-
nary (» = .97) and Factor 5 in the Allport list (r = .97).

The fourth factor was defined by terms that indicated Vig-
our. High loading terms included bright, explicit, cool, and
slow. The highest correlation was with Extraversion marker
scales (r = .41), followed by correlations with Openness
(r = .35) and Agreeableness (r = .29). This factor
corresponded to Factor 3 (» = 1) and Factor 7 (» = .96) in
the 500 and Allport dictionaries, respectively.

The fifth factor was characterized by terms indicating
Egocentrism and Selfishness, possibly with a Negative
Valence dimension. High loading terms included resentfiil,
greedy, impertinent, and rude. The highest correlations with
marker scales were with Neuroticism (r = .36) and Agree-
ableness (# = .21). This factor corresponded to Factor 6 in
the 500 list (» = .92) and Factor 4 in the Allport list (» = .99).

The sixth factor was best described as Sternness in the
1,710 dictionary. High loading terms included severe, rea-
sonable, reserved, and formal. The highest correlations were
with the Agreeableness (» = .36) and Neuroticism marker
scales (r = .33). This factor corresponded to Factor 3 in the
Allport list (» = .93) and Factor 1 in the 500 list (» = .86).

The seventh factor was best described as Prudence. High
loadings included moderate, speedy, sensitive, and prudent.
It correlated with the Neuroticism marker scale (r = .28).
This factor had weak similarity with Factor 1 of the 500 list
(r = .42) and both Factors 6 (r = .67) and 3 (r = .42) from
the Allport dictionary.

Examining unique factors in the other two dictionaries that
were not apparent in the 1,710 dictionary, one factor in the 500
dictionary was found (Factor 7) that captured primarily terms
related to Social Energy/Extraversion (e.g., prominent, joyful,
[friendly, devoted, and shy). However, this factor did not corre-
late with any of the Big Five marker scales.

To summarize the factor structure of the Austen novels,
the factors showed some conceptual overlap with five factor
marker scales but suggested a primary focus on
social-normative aspects of personality. Even the Practical
Intelligence factor, which could be considered as related to
intellect, had content dealing with social orientation, such
as philanthropic and charitable. Six of the seven factors
showed quite strong convergence across the dictionaries.
One factor of the 1,710 dictionary, Prudence, was unrelated
to any of the marker scales but showed some commonality
with factors in the other two dictionaries.

For Dickens, the first factor in the 1,710 list captured trait
terms describing arrogance with high Social Power vs. Social
Humility/Approachability. High loading terms included ar-
rogant, derogatory, icy, and reproachful (Table 8). Correla-
tions with the marker scales suggested a weak correlation
with Openness ( = .23). This factor corresponded to Factor
4 of the 500 dictionary (» = .96) and Factor 2 of the Allport
dictionary (» = .99; Table 9).

The second factor suggested aspects of Power and Dom-
inance, captured in terms expressing both negative and
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positive interpersonal effects. High loading terms included
argumentative, negative, humorous, and humane. Correla-
tions with marker scales suggested a weak association with
Conscientiousness (r =.23) and Openness (= .21). This fac-
tor corresponded to Factor 2 in the 500 dictionary (» = 1) and
Factor 4 in the Allport dictionary (r = 1).

The third factor showed high loadings from terms indicat-
ing Sociability both in the sense of gregariousness and be-
nevolence. High loading terms included forgiving, tolerant,
frolicsome, and venturesome. This factor correlated with
markers for Agreeableness (r = .23) and Extraversion
(r=.20). The factor corresponded to Factor 3 in the 500 dic-
tionary (r=.98) and Factor 3 in the Allport dictionary (= 1).

The fourth factor captured trait terms related to Civility.
High loading terms included urbane, guileless, wilful, and in-
considerate. This factor correlated with Agreeableness
(r = .32), Conscientiousness (r = .27), and Openness
(r = .20) markers. The factor shared some similarity with
Factor 5 in the 500 dictionary (» = .79) and strongly resem-
bled Factor 6 in the Allport dictionary (r = .96).

The fifth factor consisted of terms indicating a sense of
Integrity and personal stability. Some of the high loading
terms were deceitful, changeable, demure, and moderate.
This factor showed no correlation with any of the marker
scales. The factor was also unique to the 1,710 dictionary
and showed no similarity with factors extracted in the 500
and Allport dictionaries.

The sixth factor resembled a (lack of) Dynamism factor.
It included high loadings of terms such as impressible,
quiet, anxious, and sly. This factor showed correlations
with markers from all of the Big Five (Neuroticism = .37;
Agreeableness = .39; Conscientiousness = .29; Open-
ness = .26; Extraversion = .21). This factor showed similar-
ity with Factors 1 (» = .80) and 6 (» = .55) in the 500
dictionary as well as Factors 7 (r = .78) and 1 (r = .64)
in the Allport dictionary. Hence, the terms of this factor
spread across two separate factors in the other two dictio-
naries. We labelled this factor ‘(lack of) Dynamism’
because the factors in the other two dictionaries had a
stronger flavour of success and dynamic externality,
whereas in the 1,710 factor, there was an element of
reservedness or restraint, with both an emotional and po-
tentially manipulative connotation.

Finally, the seventh factor captured terms that resembled
Activity. High loading terms included adventurous, chatty,
forbearing, and defiant. This factor showed no correlation
with the Big Five marker scales and had some weak similar-
ity with Factor 7 (» = .55) in the 500 list and stronger similar-
ity with Factor 1 (» = .74) in the Allport list.

Examining the data from the view of the other two dictio-
naries, Factor 5 in the Allport dictionary and Factor 7 in the
500 dictionary shared some similarity (» = .81) that was not
shared with any factor of the 1,710 structure. Shared terms
included confusing, skilled, cheap, selfish, disappointed,
and bitter. Some of the other highest loading items of the
Allport list included infected, minor, weakened, undoubted,
and theatrical; this set of terms suggested a Social Status or
Social Success dimension. This factor correlated mostly with
the marker scales for Neuroticism (» = .37 and .46) and
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Figure 5. Factor cascades for the Austen novels, using the 1,710 dictionary. Correlations above .50 are shown.
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Figure 6. Factor cascades for the Dickens novels, using the 1,710 dictionary. Correlations above .50 are shown.

Agreeableness (= .21 and .34 in the Allport and 500 dictio-
naries, respectively).

In summary, similarly to the findings for Austen, the fac-
tors identified in Dickens’ novels had some relations to com-
binations of markers of the Big Five but had their own
idiosyncratic content revolving around themes of social rela-
tions such as arrogance, dominance, sociability, and civility.
Five of the seven factors within the 1,710 dictionary for
Dickens showed high correspondence with factors in the
other two dictionaries. One factor, Integrity, was unique to
the 1,710 factor structure.

© 2020 European Association of Personality Psychology

Factor cascades

A complementary perspective to understand the overall fac-
tor structure is to examine the unfolding of factors. This dif-
ferentiation for the 1,710 dictionary is visually shown as
factor cascades in Figures 5 and 6. Starting with Austen,
the general factor turned into Civility, with the Practical
Intelligence/Maturity factor emerging as a second factor in
the two-factor solution. These two factors remained stable
for the rest of the other solutions. With three factors, the So-
cial Humility/Approachability factor emerged. At the level of
four factors, Vigour emerged and remained a stable factor for
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Table 10. Congruence coefficients (Tucker’s @) between the Austen and Dickens solutions for the one-factor to seven-factor structures after

Procrustes rotation

Dictionary 1 2 3 4 5 6 7
1,710 .70 57 .56 .57 24 25 24
43 .30 .26 .37 33 35
48 .39 .54 42 41
32 .36 52 44
32 35 27
18 .50
.20
500 .83 73 .68 59 .55 .53 51
.55 .58 50 64 42 62
43 63 .58 .60 34
40 42 .34 38
34 .56 52
44 48
.38
Allport .81 .69 .67 .53 47 41 34
.50 48 44 .56 32 33
.36 .53 33 33 .36
.35 .37 .38 .37
40 .55 59
44 .36
.34
Mean
1,710 .70 .50 45 .39 .37 .34 .34
500 .83 .64 .56 .53 Sl 48 46
Allport .81 .60 .50 46 43 41 38

Note. Congruence coefficients above .80 are bolded.

the remaining solutions. When extracting five factors, the
Egocentrism factor was added and remained stable thereafter.
With six factors, Sternness split out from Social
Humility/Approachability. Finally, the last factor to emerge
in the seven-factor solution was Prudence. Similarly, the fac-
tor that was relatively unique to the 500 dictionary (Social
Energy/Extraversion) emerged last when extracting seven
factors.

For Dickens, the emergence of factors followed a differ-
ent trajectory. The general factor first split into Dominance
and Social Humility/Approachability. This social factor fur-
ther split into Social Humility/Approachability and Sociabil-
ity when three factors are extracted. These three factors then
stayed relatively unaltered when more factors are extracted.
With four factors, the Civility factor emerged. When
extracting five factors, a new factor emerged, broadly
interpreted as (lack of) Dynamism, which subsequently split
into (lack of) Dynamism and Integrity in the six factor struc-
ture. The final factor to emerge was Activity.

Research question 3: Similarity of structures across
authors

As suggested by the parallel descriptions in the previous sec-
tions, the factor structures based on the novels by the two au-
thors appeared to differ substantively, yet some common
themes seem to have emerged. To examine the similarity
more quantitatively, we extracted common terms from each
dictionary that were used by both authors, ran a new factor
analysis on the shared terms, and then assessed the similarity
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of terms included in both analyses using Procrustes rotation.
The solutions within each author (e.g. the complete list vs.
the list that was shared across the two authors) remained
highly similar, mean congruence Austen: 1,710 (M = .96,
SD = .08), 500 (M = 1, SD = 0), Allport (M = 1,
SD = .01); Dickens: 1,710 (M = .91, SD = .09), 500
(M = .97, 8D = .04), and Allport (M = .98, SD = .02). Across
the two authors, the factor similarity was statistically low, es-
pecially when extracting more than three factors (Table 10).
The single-factor solutions showed relatively high similarity
overall, except for the 1,710 dictionary. One likely explana-
tion for this strong convergence might be that the similarity
is driven by overall word frequency effects. The first factor
for both authors strongly correlated with word frequency,
ranging from .50 (Austen: 1,710 dictionary) to .62 (Dickens:
500 dictionary). For the final seven-factor solution, the aver-
age congruence coefficients were .34, .46, and .38 for the
1,710, 500, and Allport dictionary, respectively. The highest
congruence between factors did not exceed .62 (which was
found for the 500 dictionary).

It is interesting to compare descriptively two factors that
had some similarity in broad meaning between the two au-
thors and yet were defined using different terms: Civility
(Factor 1 in Austen and 4 in Dickens) and Approachability
(Factor 1 in Dickens and 3 in Austen, both in the
seven-factor solution in the 1,710 dictionary). Civility in
both authors described the general quality of interaction of
the individual in his/her social environment and included,
apart from terms that would fall under agreeableness in a
contemporary framework, terms related to emotions and to
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intellect. Focusing on the 10 highest loading terms, Civility
in Austen included terms dealing with elegance and disrup-
tiveness (e.g. graceful, ingenious vs. clownish, and irritable);
Civility in Dickens, on the other hand, included terms focus-
ing on the intentionality of the individual (e.g. wilful, relent-
less, and guileless). In turn, Approachability was defined in
both authors to some extent by terms indicating lack of ap-
proachability. However, in Austen, the factor included a
high-loading positive term (social, .97) as well as several
terms with nuanced or ambivalent implications for approach-
ability (dignified, proud, cautious, and indirect). In Dickens,
in contrast, there was a clear prevalence of terms signifying
unapproachability (e.g. arrogant, icy, and disdainful) as well
as elements of dominance (derogatory and overbearing). In
summary, although these two factors had common respective
meanings between the two authors in the abstract, the com-
position of the factors suggested clear author differences in
focus and nuance.

DISCUSSION

We presented a computerized bottom-up approach that al-
lows capturing of trait terms included in established trait dic-
tionaries and applied this algorithm to novels by Jane Austen
and Charles Dickens to examine the implicit personality
models that these authors used when describing their charac-
ters. This approach is a first transdisciplinary step towards
theory development with big data approaches as called for
by Bleidorn et al. (2017). One of the main options for
conducting psychological analyses of personality at a dis-
tance across temporal epochs is to examine written records.
The key insight from our analysis is that we did find mean-
ingful factors across dictionaries for each author, but these
did not follow the Five Factor Model as currently popular.
At the same time, the factor structures did not converge
across the two authors, although there seemed to be some
qualitative similarity.

Personality dimensions across cultures and time

We present a first systematic historical analysis of personality
structure based on an empirical analysis of textual data. Both
with respect to the most frequently used terms (Research
Question 1) and the underlying factors of their interrelations
(Research Question 2), our findings suggest personality con-
cepts that differ from currently prevalent models. A critical
reader of the current literature describing lexical and psycho-
metric studies across contemporary cultures may not be sur-
prised by these divergent findings considering the social
context of 19th century England. Austen placed her novels
mainly in the countryside, describing a period in which social
hierarchies were still intact. Dickens describes an urban
world in transition, commenting on the social and economic
upheaval in the wake of the industrial revolution. There is
mounting evidence that the Five Factor Model works well
in highly educated and affluent populations, but the model
does not describe personality structure well when studying
less affluent and more culturally diverse populations
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(Gurven, 2018; Lajaaj et al., 2019; Lukaszewski, Gurven,
von Rueden, & Schmitt, 2017; for a general review: Fi-
scher, 2017). This divergence might actually be compatible
with a revised model of the lexical hypothesis. Important
traits are likely to be encoded in single terms. However,
how individuals combine and communicate relevant infor-
mation to others are shaped by the contingencies within the
social, economic, and ecological environment in which a
community is living. In other words, traits are important
across cultures and time (Mayer et al., 2011), but the relevant
information that needs to be communicated is adapted to the
local context. Therefore, in some contexts information on so-
cial skills, abilities and virtues might be more relevant, espe-
cially if social hierarchies are weakening and the negotiation
of social position becomes more paramount; hence, finer dis-
tinctions in traits capturing social domains are being made
when individuals talk about each other (Nel et al., 2012). In
other contexts, the ability to provide for others and be trust-
worthy might be most important to communicate to others
(Gurven, von Rueden, Massenkoff, Kaplan, & Lero
Vie, 2013). Hence, specific cultural and historical periods
may require different information packages to be communi-
cated to others. The Georgian and Victorian periods were
considerably more hierarchical than contemporary Western
society, with fewer personal choices available to individuals
in those earlier times. Individuals were still tightly integrated
into social cleavages of family and class but with increasing
uncertainty about the stability and legitimacy of those social
hierarchies. In turn, this appears to have resulted in different
associations between trait terms. In line with contemporary
psycholexical literature, the agreeableness-related terms were
most prevalent in both authors. Furthermore, our factors
overall had a more social connotation and resembled
previous descriptions of virtues (De Raad & van
Oudenhouven, 2011), which suggests that personality de-
scriptions were more socially focused than even today (see
Wood, 2015). Of course, as the correlations with the marker
terms show, there is some semblance with modern under-
standings of the five factors. However, the specific connota-
tion of how these terms are arranged in the factor structures
was more complex and diverged from contemporary factor
structures. The packaging of information is context depen-
dent, even if the individual bits of information are universal.
In other words, the social context determines what implicit
personality models might be most relevant.

A second point that we would like to highlight, which will
be important as we start discussing the findings in relation to
the two authors, is the fact that all personality trait research
currently is cognitively mediated. Trait descriptions as cur-
rently studied in psychology rely on a complex set of cogni-
tive processes (Fischer, 2017). Individuals need to perceive
a relevant behaviour (in themselves or others), integrate that
observation into short-term memory, and integrate the repre-
sentation into abstract categories that can then be stored in
long-term memory. When probed by a researcher or a com-
munication partner to provide information about another per-
son (or themselves) in relation to a specific stimulus (e.g.
survey item or question about the target person in a specific
context), the respondent then needs to retrieve relevant
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information from long-term memory, encode it in language
that is appropriate for the relevant context, and evaluate
whether the information was received and interpreted appro-
priately by the person asking for that information. Traits cap-
ture a field of meaning instead of precise categories (Uher &
Visalberghi, 2016). This fuzzy set structure within a cogni-
tively demanding social interaction process requires more
theoretical attention. In particular, cognitive limitations such
as short-term memory constraints as well as top-down pre-
processing of information (in line with predictive coding
models of consciousness (Clark, 2013) suggest that there
is no unlimited set of reliable factors that could be recov-
ered through linguistic means. People might have very com-
plex internal models of each other, but when needing to
respond to interaction stimuli and communicate relevant in-
formation about each other, our human cognitive limitations
to only be able to process and store 5 + 2 pieces of informa-
tion might be a constraining factor for how much informa-
tion can be simultaneously communicated and processed
(Cowan, 2001; Miller, 1956). In other words, our cognitive
limitations during interactions might constrain the number
of factors that can be lexically communicated. An indirect
indication of this relevance of cognitive capacity overall
for the structuring of personality is that the number of fac-
tors that can be reliably distinguished is linearly dependent
on the cognitive ability of the population studied (Bowler,
Bowler, & Phillips, 2009; Bowler, Bowler, & Cope, 2012).
When people have time to formulate their perceptions of
others (e.g. when trying to write a novel), they might be
able to make more fine-grained distinctions and engage in
more complex simulation exercises (Vermeule, 2010). In
specific interpersonal interactions, the person may not have
the ability and motivation to make those fine-grained dis-
tinctions. This may also apply to survey studies of personal-
ity traits where researchers instruct participants to not
process information too much and respond quickly.

As a corollary of this, communicators need to consider
the expectations and mindsets of their interaction partners.
This is a central area of research under the term of Theory
of Mind—humans are able to attribute mental states
(including personality relevant information such as
motivation, desires, and emotions) to oneself and others,
and our hypersocial environment requires that we consis-
tently attempt to understand the cognitive states of others
(e.g. what are our interlocutors’ current beliefs, intentions,
motivations, and emotions) (Premack & Woodruff, 1978).
Hence, humans may tailor their communication about others
(the implicit personality models adopted) to the specific audi-
ence and situations that they are dealing with. Our interpreta-
tions of novels as a form of sharing valuable social
information (including personality information) are compati-
ble with contemporary cognitive approaches to literature
(Vermeule, 2010; Zunshine, 20006).

Factor structure divergence by author

We found that the factor structures diverged between the
two authors (Research question 3). There are a number of
plausible reasons for this. First, the factor structures might
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have been influenced by the personality of the authors
themselves. As indicated by the types of terms used, Austen
and Dickens wrote in very different ways and used differ-
ently charged trait terms to describe their characters. Austen
described characters predominantly in terms of Agreeable-
ness and Neuroticism. Her character world is socially and
emotionally nuanced. Dickens in contrast used more diverse
sets of trait terms overall, and the character descriptions
covered the Big Five dictionaries more broadly. The full
factors extracted for Austen suggest finer distinctions along
social and reputational lines, whereas the three to five fac-
tors suggested by parallel analysis for Dickens captured
the factors described above (differentiating power and social
dimensions). The word choices and character descriptions
may indicate that Austen was more socially and emotionally
centred, whereas Dickens as a person and writer could have
been characterized by less emotional concern and more em-
phasis on Conscientiousness and issues related to Power
and exploration of opportunities. Beyond the idiosyncratic
profiles of Austen and Dickens, these differences might also
reflect more general gender differences (Schmitt
et al., 2017).

As a second possible reason, the different structures may
reflect the different social context of the two authors. The
two authors published in different formats and for different
audiences. From a Theory of Mind perspective, an author
has to anticipate how a reader will interact with the writing.
Dickens’ novels were first published in serial instalments, of-
ten within journals or magazines. This will have required set-
ting up characters that might be more stereotypical in their
externality, easy to relate to, or associate with specific social
and personal categories. Dickens had a larger cast of charac-
ters and used a broader vocabulary, which may make the
stories more lively and entertaining, character descriptions
less redundant but also requires simplification and diversifi-
cation of the depths of characters, and less complexity in
the inner workings. In other words, Dickens may have writ-
ten towards a broad audience with a fuzzier field of personal-
ity trait systems, which required simpler structures with more
diverse vocabulary (see the lower number of factors sug-
gested by parallel analysis). In contrast, Austen wrote and
edited her novels over a long period of time and published
them anonymously due to social constraints. Her audience
was considerably more limited and selected (a relatively
small circle of upperclass readers). Hence, the description
and psychological details of a smaller set of characters took
priority, as may be indicated by the richer differentiation of
factors suggested by parallel analyses, even with the more re-
stricted set of vocabulary used in her novels. Examining the
commonalities in overall factor similarities as attempted in
our qualitative comparison of the Civility and Approachabil-
ity factors suggests that there were shared social dimensions
of personality prevalent during this period. However, the two
authors tapped into those common dimensions of personality
using different terminology. The difference in production and
audience as well as the personal personality predispositions
of the two authors are likely to have impacted how the two
authors communicated person-relevant information to their
readers.
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The potential for idiographic—nomothetic integration

The tension between nomothetic and idiographic approaches
is as old as personality psychology (Barenbaum & Win-
ter, 2008; Conner et al., 2009), and there have been various
attempts to integrate the two perspectives (for a recent exam-
ple, see Beck & Jackson, 2017). Our approach offers a prom-
ising avenue for integration. The current study suggests
implicit models of personality that are meaningfully related
both to the characteristics of the two authors we studied
and to their social context. Beck and Jackson (2017) reiter-
ated the importance of idiographic analyses, especially
recommending the use of network models. TIC is ideally
suited for those analyses because its underlying architecture
is a temporally structured network of information tokens.
Our goal here was to examine the dimensional structure of
personality trait words; hence, we only used the first result
of the TIC process and ignored the richer directed (recur-
rence) and undirected (co-occurrence) network of the under-
lying model. However, even the simple structural analysis of
the body of work by two authors reinforces the potential for
idiographic—nomothetic integration in working with big data.
Using factor analysis, we were able to extract personality di-
mensions that appear relevant when understanding the two
individual authors and their work. Current personality factors
are based on inter-individual, population-level associations.
We show that by using textual analyses of work by individual
authors, it becomes possible (i) to analyse the personality
trait terms used and to compare them with pre-established
reference dictionaries (e.g. marker scales and nomothetic
analysis) as well as (ii) to examine the dimensional structure
based on the co-occurrence of trait terms used by the authors
(idiographic analysis). Once a number of such models have
been developed for specific individuals, it will be possible
to examine their uniqueness (idiographic component) and
convergence (nomothetic component) and to integrate these
two perspectives within a multilevel framework. Similarly,
to research comparing personality structure across cultures
(Cheung et al., 2011; De Raad et al., 2014), such a study
would allow the comparison of shared and unique aspects
of personality models across individual authors and across
time periods. This would be a true manifestation of an inte-
grated idiographic—nomothetic representation of personality.

Limitations

One significant challenge is that current character parsing is
based on modern English and language common in newspa-
pers and social media blogs. The application and validity to
character parsing in novels and historic texts need innovative
computational approaches and methods as well as experi-
mental validation. We used state-of-the-art methods that
nonetheless remain relatively imprecise; refining those pars-
ing algorithms is beyond the scope of the current study.
However, we stayed at the sentence level for extracting trait
relevant information. This minimizes misattributions to some
extent, but we may have missed out important trait informa-
tion that is elaborated on in subsequent sentences after a
character was first mentioned.
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There are also significant challenges associated with using
pre-selected contemporary dictionaries, either in the form of
psychologically derived adjective dictionaries that were de-
veloped in the 20th century as in our case or using contempo-
rary language usage dictionaries such as LIWC (Pennebaker
etal., 2015). The use of such contemporary adjective lists pre-
sents a number of challenges. First, as demonstrated by the
usage statistics, historically different terms may have been
used for describing individuals. Even the 500 list, which
was selected to represent frequently used broad person de-
scriptors (Saucier, 1997) showed only limited relevance in
the context of Dickens (66% usage) and Austen (44% usage)
novels. A cursory look at high loading terms (e.g. unfeeling,
impertinent, and prudent) against word usage statistics from
Google n-gram suggests that those highest loading terms
were frequently in use at the time of Austen and Dickens’
writing but are less frequently used today. Hence,
pre-selected dictionaries from a different time or social period
may not capture the most relevant personality descriptors.

A second and related drawback of using pre-selected dic-
tionaries is that the biases and assumptions in constructing
those dictionary sets appear to influence the factor structures
to some extent. In our analysis, there were a few dictionary
specific factors that emerged once a core number of factors
were extracted. Furthermore, the relative interpretation of
factors, even though there was some convergence across dic-
tionaries, may differ depending on the combination of unique
high loading terms. In other words, interpretational nuances
due to added or missed marker terms within specific dictio-
naries could be substantive, although there is high conver-
gence across the common terms. Our automated approach
of extracting and co-relating information was not biased by
contemporary usage and meanings, but the interpretation of
the factors certainly was influenced by modern English.
One option forward is to construct semantic networks of
high-loading terms to contextualize the meaning of key per-
sonality terms in historical texts.

A third drawback of using adjectives is that much
personality-relevant information might be captured in actions
in context. This is a crucial point of social-cognitive theories
(Mischel & Shoda, 1995): personality is most informative
when examining the actions (verbs) in context. The act of
walking 3 miles across a wet field to visit a sick sister is a sig-
nificant marker of personality characteristics of Austen’s
Elizabeth Bennet in Pride and Prejudice. However, the prob-
lem with these highly contextualized behavioural accounts is
that human coders often draw very different inferences from
behaviour (Uher & Visalberghi, 2016). From an automated
text-mining perspective, the extraction of verbs in context
creates significant additional inference problems. However,
with a focus only on the characters, an adjective-based trait
perspective might be insufficient to capture core personality
traits.

Methodological advances and possibilities for further
development

We presented a new approach and the first systematic attempt
on this scale to extract a personality model (i) from literature
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and (i) from a past period. Our work goes beyond previous
analyses where contemporary models were retrospectively
applied to historical texts (e.g. Johnson et al., 2011; Passakos
& De Raad, 2009) or current top-down text-mining ap-
proaches (e.g. LIWC) by simultaneously parsing character
descriptions of targets (fictional characters) and examining
the factor structure, while also allowing some information re-
covery about the authors. Our bottom-up unsupervised ap-
proach therefore facilitates an examination of personality
structure that is less biased by contemporary personality
models. We believe that this is a promising technique for
larger scale analyses that may increase the scope for describ-
ing whole time periods.

We used co-occurrence of terms associated with fictional
characters. We have not yet exploited the full potential of the
TIC approach. There are unique features available through
TICs that go beyond the personality description that we are
focusing on in this study (for other applications to historical
narratives, see Luczak-Roesch, Grener, & Fenton, 2018).
The combination of the co-occurrence and recurrence pat-
terns together with external data (e.g. biographical, historical,
and physiological) opens up possibilities for much broader
applications and insights. The bottom-up algorithm and ap-
proach we presented here can be used in flexible ways to an-
alyse time series data such as textual productions to identify
implicit personality structures across individuals and histori-
cal time periods, complementing and extending other com-
putational methods that aim at quantifying linguistic change
at a macroscopic scale (Hamilton et al., 2016).

Our analyses suggested that there are possible psycholog-
ical differences between the two authors. With an analysis of
two authors, we are certainly limited in drawing generaliza-
tions about the model of personality in 19th century England,
while also not allowing us to draw any definite conclusions
about the impact of psychological differences between the
two authors given the different audiences, writing formats
and social and economic conditions that they experienced.
In order to develop a more holistic idiographic analysis, it
might be possible to use automated text analysis of all out-
puts (including letters and personal correspondence) and to
then extract key terms used by the two authors to define their
personality. A full analysis of the nodes by book or period
available via TIC may also allow a closer analysis of the au-
thors in terms of their psychological states (e.g. depression)
and intellectual maturity over successive works separated in
time. If the technique is used in the context of biographies
written about the same target person by multiple authors, it
might be possible to disentangle both author and target
characteristics, leading to more nuanced insights about
historical individuals and their biographers. The further de-
velopment of this approach would allow the idiographic
analysis of individuals from the past to move beyond the cur-
rent reliance on labour-intensive psychobiographical analysis
(e.g. Giammarco, 2013) and assessment methods that may
impose a contemporary interpretation model (e.g. Ritzler &
Singer, 1998). Applying temporally sensitive methods taking
into account both co-occurrence and recurrence can help to
derive an integrated theory of human personality from invari-
ant properties and patterns of artistic expression.
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SUPPORTING INFORMATION

Additional supporting information may be found online in
the Supporting Information section at the end of the article.

Table S1 Seven Factors in Austen’s Novels Based on the Set
of 500 Terms (221 Terms in Analysis)

Table S2 Seven Factors in Austen’s Novels Based on the Set
of Allport & Odbert’s Terms (763 Terms in Analysis)

Table S3 Seven Factors in Dickens’ Novels Based on the Set
of 500 Terms (331 Terms in Analysis)

Table S4 Seven Factors in Dickens’ Novels Based on the Set
of Allport & Odbert’s Terms (1913 Terms in Analysis)
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